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AI   AT A GLANCE

AI Act of the European Union
Rules for trustworthy AI

AT A GLANCE     

	� The AI Act creates a uniform, binding legal framework for the trustwor-
thy use of AI in the EU.

	� The regulation bans AI systems with unacceptable risks. This includes real-
time bio-metric surveillance in public spaces.

	� High risk AI systems must meet certain safety requirements before they can 
be placed on the EU market.

	� General purpose AI (GPAI) models such as ChatGPT are regulated in a 
tiered approach depending on their computing power.

	� Potential: protection of fundamental rights, legal certainty, “AI made in 
Europe“ as a competitive advantage

	� Challenges: inhibiting innovation due to legal hurdles, incomplete ban on 
biometric real-time monitoring, different application of the regulation in 
member states

What is the AI Act?

The Artificial Intelligence Act, or AI Act for short, is the European Union (EU) regulation for Artificial 
Intelligence (AI). It sets out clear rules for the development and use of AI systems and thus creates a uniform, 
binding legal framework in the EU. The aim is to create trustworthy AI that is used in accordance with 
european values. AI systems used in the EU should be safe, transparent, ethical, impartial and under human 
control. At the same time, the AI regulation is intended to keep AI technology and research competitive 
within the EU and promote innovation. The regulation is the first transnational AI regulation of its kind in 
the world.
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How does the AI Act regulate the use of AI?

The EU regulates Artificial Intelligence according to its risk potential. The AI Act distinguishes between four 
risk groups for which different regulations apply.

	� Unacceptable risk: All AI systems that fall into this category are generally prohibited. This 
includes all applications that pose a clear threat to EU citizens, such as manipulative and exploit-
ative AI systems. The list of prohibited practices contained in the AI Act includes, for example, 
assessments of social behaviour with data that is evaluated beyond the context in which it was 
collected (so-called social scoring), or the bio-metric identification of people in real time (excep-
tions exist for counter-terrorism). 

	� High risk: AI systems in this category require careful testing before they can be put into oper-
ation, as well as further checks during their service life. High risk AI systems include products – 
and their safety components – that are regulated in certain other EU regulations and directives, 
such as the Medical Devices Regulation. In addition, all stand-alone AI systems that fall into the 
following categories are, in principle, high risk applications:
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Providers of high risk AI systems must carry out a multistage review of their system before they are allowed 
to launch it on the market.

	� Low risk: AI systems that fall into this category are subject to low transparency obligations. The 
aim is to give users an overview of how the system works. The decision on whether to continue 
using the application is therefore up to the citizens. One example of this is automated movie or 
music recommendations.

	� Minimal risk: This includes systems that pose only a minimal or no risk to fundamental rights. 
They are not subject to any regulations. This category includes most AI systems, such as 
AI-supported video games. Providers of such systems can voluntarily submit to codes of con-
duct. This means that products with minimal risk can also meet some or all of the requirements 
of the AI Act.

Testing of high risk AI systems

The AI Act imposes strict requirements on AI systems that pose high risks. These include, among other things:

	� �Establishment of a risk management system, i.e. a regular and systematic review and update 
throughout the life cycle of a high risk system that identifies known and foreseeable risks to 
health, safety or fundamental rights (Art. 9).

	� Fulfillment of quality criteria for the training data sets of the AI systems, which, among 
other things, must be representative and largely error-free and avoid bias that can lead to dis-
crimination (Art. 10).

	� Provision of technical documentation prior to placing on the market that provides the neces-
sary information in a clear and comprehensive manner to assess the compliance of the system 
with the requirements of the AI Act (Art. 11).

	� Technically enabling the automatic recording of events (“logs“), e.g. malfunctions during the 
entire service life of the system (Art. 12).

	� Provision of instructions for use with appropriate transparency, explaining the mode of opera-
tion with concise, complete, correct and clear information (Art. 13).

Critical infrastructure systems 
(e.g. traffic)

Systems in school or vocational training 
(e.g. assessment of examinations)

Systems for central private and  
public services (e.g. assessment of credit- 
worthiness)

Law enforcement systems that could  
interfere with fundamental human rights  
(e.g. verification of the authenticity of  
evidence)

Safety components of products 
(e.g. AI application for robot-assisted surgery)

Systems for employment, personnel man-
agement and access to self-employment  
(e.g. software for evaluating CVs)

Systems in the area of migration, asylum 
and border control  (e.g. checking the  
authenticity of travel documents)

Systems for the administration of justice  
and democratic processes  (e.g. application  
of legal provisions to specific situations)
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	� Enabling effective human supervision of AI systems during their use. This includes a “stop but-
ton“ with which the system can be brought to a standstill in a safe state at any time (Art. 14).

	� Consideration of benchmarks and measurement methods to achieve an appropriate level of 
accuracy, robustness and cybersecurity, for example through appropriate measures against 
feedback loops with biased results (Art. 15).

	� Establishment of a quality management system that ensures compliance with this regulation 
(Art. 17).

Before a provider can bring a high risk AI system onto the market in the EU, it must check whether its system 
complies with the requirements of the AI Act.

Conformity assessment

AI systems with high risks must undergo a conformity assessment. There are basically two procedures 
for assessing conformity:

	� internal control by the manufacturer itself or
	� evaluation of the quality management system and the technical documentation with the 

involvement of a state-authorized inspection body, the so-called notified body.

Notified bodies must be involved in all biometric applications (i.e. systems for the automated remote 
identification of persons or for emotion recognition) and if, for example, there are no harmonized 
standards that the manufacturer can use to justify compliance. In all other cases, manufacturers assess 
the conformity of their AI system internally. The EU Commission is thus taking into account the prob-
lem that there is currently still a lack of expertise and standards in the relevant institutions that would 
be suitable for an external assessment. In the case of AI systems that have to undergo a conformity 
assessment as product components or products in accordance with another EU product directive, the 
notified bodies designated for these regulations and directives are also responsible for the conformity 
assessment of the AI component.

In the event of a fundamental change to the system during its 
service life, step 1 applies

As part of the conformity 
assessment, it is checked 
whether the AI system meets 
the re-quirements of the AI 
Act. Under certain circumstan-
ces, a so-called notified body is 
involved (see box).

Registration of stand-alone 
AI systems in the EU data-
base. Public institutions that 
use high risk systems must also 
register in the database.

The need for a declaration of 
conformity (see box) and the 
CE marking. The system can 
now be placed on the market.

02
STEP

01
STEP

03
STEP
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Figure 2: Addressees of the AI Act

Natural or legal person, public authority, agency or 
other body that develops an AI system and places it 
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Key points of the AI Act 

In addition to the general provisions, the definition of prohibited AI systems and the classification into risk 
levels, the AI Act contains specific regulations for implementing the ordinance. 

Definition of AI

An AI system is a machine-based system that is designed to operate with varying degrees of auto
nomy, that can demonstrate adaptability after its initial deployment, and that derives from the input 
it receives for explicit or implicit goals how to produce outcomes such as predictions, content,  
recommendations or decisions that can influence the physical or virtual environment.

Areas of application
The regulation only applies to areas of application of EU law (i.e. not to areas of responsibility of the member 
states or areas of national security). It does not apply to AI systems that serve military or defense policy pur-
poses. AI systems that are developed and put into operation for the sole purpose of research and develop-
ment or that are used for research, testing or development activities before being placed on the market or 
put into operation are also excluded from the regulation. Persons who use AI systems for non-commercial 
purposes are also exempt from the regulation.
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Promotion of innovation
Companies, especially small and medium-sized enterprises (SMEs) and start-ups, should be able to develop, 
test and validate innovative AI systems in so-called regulatory sand-boxes under real-life conditions. These 
real-world laboratories – i.e. experimental environments – must meet certain safeguards. In addition, the 
fees for the conformity assessment of innovative AI systems for SMEs are to be kept low and special advice 
centers for SMEs are to be set up in the member states.

AI systems with general purpose and open source models
The AI Act is intended to take account of the variety of possible uses of AI systems. For example, no specif-
ic use is initially envisaged for basic AI models, which form the basis for all generative AI applications. How-
ever, they could later be integrated into a high risk system. Special regulations therefore apply to such 
general purpose AI (GPAI) models: Providers must ensure transparency by creating technical documentation 
on the training and test procedures used as well as the training data and prove that they comply with euro-
pean copyright law. The regulation differentiates between GPAI models depending on their computing 
capacity: very powerful models with a computing capacity of more than 10^25 FLOP are subject to stricter 
rules, as they can pose systemic risks that spread depending on their subsequent application. The addition-
al obligations relate to cyber security and energy efficiency, for example.

The obligations set out in the regulation also apply to all open source models that fall into the group of 
prohibited or high risk systems, as well as to GPAI models that are published under open source licenses, 
insofar as they pose a systemic risk. Open source models that pose no or low risks are exempt from the AI 
regulation.

Governance architecture
An AI Office is to be set up at the EU Commission. This is to monitor the most advanced AI models, promote 
standards and test procedures and enforce the regulations in the member states (see p. 8). A scientific pan-
el of independent experts will advise the office on general purpose AI models. An AI committee with repre-
sentatives from the member states will act as a coordination platform and advisory body for the Commis-
sion. Technical expertise will be made available to the committee through an advisory forum of various 
stakeholders.

In addition, each member state will set up at least one authorized inspection body and a market surveillance 
authority to implement the regulation at national level. The national authorities can provide guidelines and 
advice on the implementation of the AI Act, especially for SMEs and start-ups.

Transparency obligations
As a general rule, it should always be clear to all people when they come into contact with AI. Providers of 
AI systems that are intended for direct interaction with natural persons must ensure at the development stage 
that those affected are informed that they are communicating with an AI system. Anyone using an AI system 
that generates or manipulates image, audio or video content (deep fake) must also disclose that the content 
was created artificially and label it as such in a machine-readable format.

Codes of conduct and test procedures are being developed at EU level to facilitate the labeling of artificially 
generated or manipulated content.
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In addition, individual areas of technology are already regulated by specific regulations in the EU and at 
national level, such as the European Medical Device Regulation (MDR). In the case of an AI-based medical 
device, the AI Act will also apply in future. Last but not least, certain high risk systems such as autonomous 
driving are also regulated by standards such as ISO/PAS 8800.

DATA ACT DATA GOVERNANCE ACT

CYBER RESILIENCE ACT

DIGITAL SERVICES ACT (DSA)

DIGITAL MARKETS ACT (DMA) GUIDELINE ON AI LIABILITY

Sanctions

Fines for violations of the AI Act can be imposed up to an upper limit of either 7 percent of the company's 
global annual turnover or EUR 35 million, whichever is higher. The lower of these fines applies to SMEs and 
start-ups. In future, natural or legal persons will be able to submit complaints about AI systems to the market 
surveillance authority.

Case study: Biometric facial recognition

Biometric facial recognition in real time is prohibited if it is used to monitor or discriminate against  
people. For law enforcement authorities, the use of biometric facial recognition is permitted under cer-
tain conditions if strict security regulations are adhered to: If there is a specific threat, the authorities 
may biometrically identify individuals in public spaces. This requires prior official or judicial approval and 
is only intended for a strictly defined list of criminal offenses. Such systems may be used, for example, 
to specifically search for a missing person or a person who has committed an offense specified in the 
ordinance or to prevent a terrorist attack. There are also temporal and spatial restrictions. High risk sys-
tems that have not passed the conformity assessment procedure may also be used for law enforcement 
in these urgent cases.

The subsequent evaluation of biometric data collected in public spaces is classified as a high risk appli-
cation, but is generally permitted. Court approval is required for this. Law enforcement authorities can 
track down criminals in this way, subject to strict safeguards. 

The AI Act as part of the European digital strategy

The AI Act is part of the EU's digital strategy. Its aim is to make new technologies safe and easy to use for 
private individuals and companies and to contribute to climate neutrality. In addition to the AI Act, the EU's 
digital strategy includes other regulations that are relevant to the regulation and design of AI systems.

EU'S DIGITAL STRATEGY
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Potential and challenges

The AI Act is an important step towards comprehensive regulation of Artificial Intelligence in the EU. How
ever, there are also concerns and challenges associated with the Act.

Potentials

Trustworthy AI: The fundamental rights of every human 
being are comprehensively protected by the AI Act. The AI 
Act creates transparency for users. It prescribes legal stand-
ards in line with european values for high risk AI systems.

Uniform legal framework: As an EU regulation, the AI 
Act applies in all EU member states. It provides companies 
with binding rules for the development and use of AI sys-
tems.

Innovation and competitiveness: The AI Act creates pro-
tected spaces in which companies can test their innova-
tions. Internationally, the quality feature of trustworthy “AI 
made in Europe” could also prove to be a competitive 
advantage.

Technological sovereignty: The AI Act differentiates bet
ween GPAI models depending on their computing capacity: 
stricter rules apply to very powerful models. This opens up 
fair opportunities for european providers of smaller models 
in international competition.

Challenges

Biometric surveillance through the back door: Critics 
complain that the exceptional cases in which biometric 
real-time surveillance by law enforcement is permitted are 
too extensive.

Unequal application: There are concerns that the review 
of compliance with the law could lead to different 
approaches between the various member states.

Barriers to innovation: Critics fear that the AI Act could 
hamper AI innovations, especially in small and medi-
um-sized enterprises. The reason for this is the potentially 
high cost of complying with the provisions of the AI Act.

Inadequate risk classification for GPAI models: Critics 
complain that the calculation figure alone is not a suitable 
yardstick for deriving the potential risks of a model.

What happens next?

Once adopted, the AI Act will set the framework for the regulation of AI in Europe. Standards regulate exactly 
how the regulation is to be implemented in various fields of application. The EU Commission has commis-
sioned the european standardization institutions CEN and CENELEC to develop the basic requirements for AI 
systems set out in the AI Act in more technical detail, e.g. for autonomous driving. The Commission will 
review the finalized standard. If the result is positive, the standard will become a so-called harmonized euro-
pean standard. Anyone who complies with it may assume that they meet the requirements of the AI Act cov-
ered by the respective standard in this field of AI application. The application of standards remains voluntary.

The CEN members – including the German Institute for Standardization DIN – must adopt the european AI 
standards unchanged in their national standards and withdraw conflicting national standards. This means 
that the same european standards apply in all EU member states. However, the member states are free to go 
beyond the standard and issue stricter national regulations.

EU AI PACT: DEVELOPERS VOLUNTARILY COMMIT TO IMMEDIATE COMPLIANCE WITH THE REGULATION

ESTABLISHING GOVERNANCE STRUCTURES IN THE EU AND MEMBER STATES

DEVELOPMENT OF HARMONIZED EUROPEAN STANDARDS

BANS APPLY AFTER  
6 MONTHS 

REGULATIONS FOR  
GPAI MODELS APPLY AFTER  

12 MONTHS

AI REGULATION  
IS APPLICABLE 2 YEARS AFTER  

ENTRY INTO FORCE
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AI is a tool by and for people that can simplify and make our lives eas-
ier. When using AI, we should therefore prioritize the opportunities 
over the potential risks and exploit them within the framework of the 
law and our european value system. In order to achieve this goal, it is 
necessary to define, implement and monitor AI from the planning 
stage (“ethics by design“) through all phases of the life cycle.

Bernhard Hüngsberg, Deutsche Telekom AG

Evaluation: Voices from Plattform Lernende Systeme

The AI regulation is a pioneer: it represents the world's first attempt to 
guarantee the safety of AI systems ex ante. However, the definition of 
which information systems fall under the central concept of an AI system is 
complex: these should be systems with different degrees of autonomy that 
do not operate solely on the basis of rules created by humans. However, 
according to the recitals, knowledge- or rule-based expert systems should 
certainly be covered by the regulation, and the specification and applica-
tion to specific borderline cases is left to case law.

Prof. Dr. Ruth Janal, University of Bayreuth 

The AI Act obliges providers of generative AI solutions to be transparent. In 
the context of high scalability, the obligation to label synthetic data is not 
only sensible, but also essential to curb misinformation. Responsible pro-
viders such as brighter. AI already label the works created with the help of 
their AI application as such. However, the AI Act raises public awareness of 
these and other challenges. Against the backdrop of this debate about the 
risks of AI and their categorization in the AI Act, best practices and stand-
ards for dealing with the technology will emerge in the best case.

Marian Gläser, Brighter AI Technologies GmbH 



 10

AI   AT A GLANCE

Further reading
European Commission: Artificial Intelligence – Excellence and Trust.  
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