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Executive summary
The use of artificial intelligence (AI) is increasing across all sectors of the economy, 
which raises important and pressing questions for regulators. This report presents the 
results of research into how regulators can meet the challenge of regulating activities 
transformed by AI and maximise the potential of AI for regulatory innovation. The report 
also investigates whether regulators perceive a need for common capacity in AI — 
mechanisms and structures that enable coordination, knowledge sharing, and resource 
pooling — to advance AI readiness across the UK’s regulatory landscape. 

The study was commissioned by the Office for AI and produced by The Alan Turing 
Institute’s Public Policy Programme. The Regulators and AI Working Group, convened 
by the Information Commissioner’s Office, provided essential input and feedback 
throughout all stages of the research. The report draws on interviews with staff across 
regulatory bodies of different sizes and sectoral remits. 

Key findings

1.	 AI technologies are expanding in scale, scope, and complexity, resulting 
in a diverse range of applications with relevance to all areas of social and 
economic life (Section 2). This has major implications for regulators along 
two dimensions (Section 3):

•	 The Regulation of AI. Regulators need to understand the nature and 
implications of AI uses that fall within their regulatory remit and to assess 
the adequacy of regulatory arrangements in relation to them. Ensuring that 
regulatory regimes are “fit for AI” is essential to address AI-related risks and 
to maintain an environment that encourages innovation. Certainty about 
regulatory expectations, public trust in AI technologies, and the avoidance 
of undue regulatory obstacles are crucial pre-conditions for the uptake of AI 
technologies. 

•	 AI for Regulation. Regulators might also turn to AI themselves, in order 
to make their work more innovative, effective, and efficient. International 
evidence illustrates the large and diverse number of AI-based innovations that 
can transform the ways in which regulatory bodies pursue their missions.

2.	 Interviews with representatives from across the UK’s regulatory landscape 
show that there are significant readiness gaps in both the Regulation of AI 
and AI for Regulation. The gaps exist at three levels: system-level readiness, 
organisational readiness, and participant readiness (Section 4). 

Despite an increase in AI-related initiatives across the regulatory landscape, many 
regulatory bodies are at an early stage in their “AI journey” and all face shared 
difficulties in making progress towards AI readiness. Common obstacles include 
limitations in knowledge and skills, insufficient coordination between regulators, 
issues of leadership and management of organisational and attitudinal change, 
and resource constraints.
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3.	 The shared nature of obstacles faced by regulators calls for a joined-up 
approach to increasing AI readiness that enables coordination, knowledge 
generation and sharing, and resource pooling (Sections 5 and 6). 

Echoing the Government’s recently published National AI Strategy1 and Plan for 
Digital Regulation,2 our interviews revealed an urgent need for increased and 
sustainable forms of coordination on AI-related questions across the regulatory 
landscape. Such coordination is essential for ensuring that regulatory regimes 
and interventions are coherent, effective, proportionate, efficient, and informed 
by developments at the international level. Our research findings also highlight 
that joined-up approaches to developing and sharing knowledge and resources 
can play a transformative role by enabling regulators to learn from each other 
and increase their collective capacities in ways that leverage synergies and 
efficiencies. 

4.	 The research identified common challenges and opportunities presented by 
AI which show that the areas of Regulation of AI and AI for Regulation are 
critically linked (Sections 5, 6). Any strategy to build capacity for regulation 
and AI should cover both (Section 7).

Interviewees stressed the need to capitalise on the synergies between the 
Regulation of AI and AI for Regulation. They perceived a need for the development 
of a shared vocabulary in relation to AI technologies. They outlined the usefulness 
of a mapping exercise to identify the uses of AI across regulators, the risks posed 
by the use of AI in different sectors, and any regulatory gaps. They considered 
that there is a need to determine ways to address regulatory gaps, to anticipate 
future risks, and to adapt to the speed of technological change. They saw the 
value of sharing knowledge and best practice in the use and management of AI. 
They noted the difficulties in attracting and retaining talent, and the usefulness of 
shared training and skills development programmes as well as AI tools.  

5.	 The research highlighted the need for access to new sources of shared 
AI expertise. A common pool of expertise would stimulate and maintain 
AI readiness across regulators, while avoiding duplication in a crowded 
landscape (Section 7). 

Interview participants highlighted the significance of existing relationships and 
fora for collaboration and exchange between regulators, but also noted their 
limitations. They cater only to a subset of the needs identified, cover only parts 
of the UK’s regulatory landscape, and are constrained by a lack of robust and 
sustainable resourcing. The research pointed to the need for new sources of 
expertise to fill gaps and act as a catalyst for developing regulatory readiness 
in AI. The solution should avoid unnecessary duplication by capitalising on 
existing structures. It should involve strong incentives for regulatory bodies to 
participate but operate on a voluntary basis. It should take account of differences 
in requirements between larger and smaller regulators and ensure that shared 
resources are accessible and beneficial to regulators of all sizes and sectors. 
The solution should be politically independent and facilitated by a neutral, but 

1 Office for AI, 2021
2 DCMS, 2021.
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respected, authoritative, and well-established organisation with recognised 
expertise in both technical and non-technical dimensions of AI. 

6.	 The most promising avenue towards building common capacity emerged 
as the creation of an AI and Regulation Common Capacity Hub (ARCCH), 
convened by an independent and authoritative body in AI. The Hub would 
provide a trusted platform for the collaborative pursuit of common capacity 
while consolidating existing initiatives and avoiding unnecessary additional 
crowding of the landscape (Sections 7, 8).

The proposed ARCCH represents the only approach to developing common 
capacity that is aligned with all the considerations raised by our interviewees. To 
act as a trusted partner for regulatory bodies, ARRCH would have its home at 
a politically independent institution, established as a centre of excellence in AI, 
drawing on multidisciplinary knowledge and expertise from across the national 
and international research community. 

The newly created AI and Regulation Common Capacity Hub  would: 

•	 Convene, facilitate, and incentivise regulatory collaborations around key AI 
issues; 

•	 Cultivate state-of-the-art knowledge on the use of AI by regulated entities;

•	 Conduct risk mapping, regulatory gap analysis, and horizon scanning; 

•	 Provide thought leadership on regulatory solutions and innovations; 

•	 Develop proofs of concept and build shared AI tools for regulators; 

•	 Supply training and skills development; 

•	 Build up and facilitate sharing of human and technical resources across the 
regulatory landscape; 

•	 Act as an interface for regulators to interact with relevant stakeholders 
including industry and civil society. 

7.	 Realising the full potential of common regulatory capacity for AI requires 
support and commitment (Section 8).

Achieving common capacity will require action from across the regulatory 
landscape. Government will need to resource and support the establishment 
of the new hub, as well as other forms of cross-regulator initiatives. Regulatory 
bodies will need to evaluate, strengthen, and renew regulatory collaborations; 
commit organisational resources to engaging with ARCCH; promote strategies to 
increase organisational agility, adaptivity, and ingenuity; and pursue an inclusive 
and participatory approach that includes civil society.
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1. Introduction�
Recent years have witnessed an explosion of interest in artificial intelligence . As AI 
technologies have grown in speed, complexity, and scale, the range of possible uses 
has expanded rapidly. While some have embroidered this trend, calling AI “the new elec-
tricity,”3 one thing remains clear: the pervasiveness and innovation-spawning character 
of AI makes it a general-purpose technology4 that will shape society for generations to 
come. 

Regulators represent a set of organisations for whom advances in AI raise a wide range 
of important and time-critical questions. These questions comprise two areas:

•	 The Regulation of AI. As the adoption of AI accelerates across sectors, regulators 
need to understand possible uses of AI by regulated entities and to assess the 
need for change in regulatory regimes. Ensuring that regulatory regimes are “fit 
for AI” is key to preventing AI-related harms, but also to promoting innovation: 
regulatory certainty and public trust in relation to AI technologies are important 
pre-conditions for their uptake. 

•	 AI for Regulation. There are significant opportunities for regulators to use AI in 
carrying out their work. These opportunities include the potential of AI tools to 
make the ways in which regulators pursue their missions more effective and more 
efficient. They extend to a wide range of activities in areas such as regulatory 
research and rulemaking, licencing and approval decisions, supervision and 
surveillance, or investigations and enforcement. 

1.1. The problem: what challenges do regulators face? �

As AI systems become a prevalent feature of products and services, the remits of reg-
ulatory bodies will need to encompass the myriad uses and impacts of AI. Recent de-
velopments, such as the Online Safety Bill, the establishment of the Digital Regulation 
Cooperation Forum (DRCF), and the Digital Markets Taskforce signal recognition of this 
need and the importance of collaboration among regulators to identify and address 
emerging cross-sector challenges engendered by the pervasiveness of AI technologies. 

Developing an effective and inter-organisationally robust regulatory environment is cru-
cial for mitigating the far-reaching risks associated with AI. It is needed to build confi-
dence across industries and among innovators that the social and legal uncertainties 
brought about by AI’s transformative force are being adequately managed. Establishing 
regulatory capacity and readiness in relation to AI will be essential to realise the UK’s 
ambition to be a global leader in this area. As set out in the UK’s National AI Strategy, 
regulation has a vital role to play in ensuring the UK’s position as an AI “research and 
innovation powerhouse.”5

3 This quote is from Andrew Ng. See Lynch, 2017.
4 Bresnahan and Trajtenberg, 1995; Bekar et al., 2017.
5 Office for AI, 2021.
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While the EU has proposed harmonised rules for AI regulation, the UK’s current approach 
is to regulate AI technologies and services through existing regulators. This means that 
more and more vertical regulators are being put under pressure to understand where 
and how AI is being used within their remits and to anticipate the various consequences 
and risks associated with this. Such an unprecedented demand for technical know-how 
and horizontal problem-solving can pose significant difficulties for regulators, particu-
larly those who have not traditionally engaged with new and rapidly evolving technolo-
gies. The weight that many regulators understandably give to existing norms of vertical 
regulatory practice, enduring regulatory cultures, and administrative stability is put un-
der pressure by the momentum of AI innovation and technological change.

Regulators need not only to keep pace with AI innovation, but also to access cut-
ting-edge knowledge about the state-of-the-art in AI. Regulators have to be able to stay 
ahead of the societal risks effected by accelerating and scaled AI innovation. As recent 
examples from online algorithmic targeting to AI-enabled biometric surveillance have 
already shown, when regulators fall behind leading-edge technologies, they become 
unable to ask timely and critical questions of regulated entities, let alone guard against 
potentially harmful outcomes. 

Furthermore, regulators need to capitalise on the potential of AI technologies as regu-
latory tools. To be capable of meeting the challenges posed by high-velocity informa-
tion processing and large volumes of data, regulators need to develop and deploy AI 
applications themselves. Traditional regulatory mechanisms of auditing, enforcement, 
and oversight can easily be outmatched by the complexity and speed of AI-enabled be-
haviour and the sheer amount of data that flows through high-traffic digital platforms. 
This is particularly evident in areas like AdTech, where AI-driven real-time bidding poses 
serious issues for data protection compliance, and online harms, where regulation is 
required to address detrimental uses of AI at scale (e.g. those associated with the auto-
mated spread of misinformation or algorithmically enabled micro-targeting). 

AI has an important role to play as a regulatory tool in these regions of concern, for 
example, through automatic detection of harmful online content, automatic fact-check-
ing, and systems to protect children’s digital privacy. More generally, AI can also help 
improve traditional regulatory tasks, that are not driven by the use of AI in regulated enti-
ties. For example, regulators can make efficiency and effectiveness gains by automating 
document analysis using methods such as Natural Language Processing (NLP) and by 
improving market analysis with data-driven statistical modelling.

These challenges and opportunities generated by AI are relevant to regulatory bodies 
of all shapes and sizes. Likewise, the general-purpose character of AI innovation means 
that, while some regulators — especially those directly involved in the governance of 
information and communication technologies — might be more urgently affected, reg-
ulatory bodies across all sectors need to expand their capabilities to manage emerging 
risks. Companies using AI often function across traditional sectoral boundaries, and 
uses of AI may have impacts which fall within the remits of more than one regulatory 
body. Therefore, regulators must collaborate to ensure consistent, complementary, and 
effective regulation. The establishment of deliberate cross-regulator strategies for con-
fronting the shared challenges that arise both in the Regulation of AI and in the use of AI 
for regulation is, at present, of paramount importance.
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As stated in the Department of Culture Media and Sport’s (DCMS) recent policy pa-
per on Digital Regulation, “digital regulators [must be able] to work effectively together 
to deliver coherent outcomes for industry and consumers.”6 Indeed, there is a need to 
create robust and well-coordinated regulatory responses that capitalise on existing re-
sources, synergies, infrastructures, and expertise.

These are the needs that this report tackles. 

1.2. Structure of the report

The report is structured as follows:

•	 Section 2 provides a brief introduction to AI.

•	 Section 3 presents our mapping of the current UK regulatory landscape and 
discusses regulators’ interest in AI both from a regulation point of view (how to 
regulate AI) and a usage point of view (how to use AI technologies for regulatory 
purposes).

•	 Section 4 introduces the concept of readiness. It describes the three levels of 
readiness (system-level, organisational, and participant) needed to support the ef-
fective integration of AI in regulatory practices. It then explores how certain inno-
vation factors (related to values, needs, and knowledge) influence readiness con-
ditions across these levels. It examines the ways in which interviewees described 
regulators’ needs in relation to readiness and explains what kind of capacity build-
ing would be required to improve readiness. Finally, this section reports findings 
from the “readiness self-assessment tool” (see Section 1.3.3) that we piloted with 
regulators.

•	 Section 5 focuses on the Regulation of AI. It sets out current challenges regula-
tors face in regulating uses of AI and identifying and addressing AI risks. It sets 
out various ways in which building capacity can address these challenges and 
increase the clarity, consistency, and effectiveness of regulatory approaches.

•	 Section 6 focuses on AI for Regulation. It provides a review of potential oppor-
tunities for regulatory bodies made possible through the use of AI and sets out 
current barriers and facilitators for regulators’ uptake of AI technologies.

•	 Section 7 distils the findings from the interviews to examine possibilities for ca-
pacity building highlighted in the preceding sections. This section uses these find-
ings to consider potential models to facilitate “shared” or “common” regulatory 
capacity for AI. It discusses how relationships between regulators should be or-
ganised and what arrangements are needed to facilitate common capacity.

•	 Finally, Section 8 sets out our recommendations for a future model of common 
regulatory capacity.

6 DCMS, 2021.
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1.3. Methodology

This research was conducted using several key methods:

1.	 Desk-based research to identify key themes and to map the existing regulatory 
landscape;

2.	 Semi-structured interviews with regulators;

3.	 Development and piloting of a readiness self-assessment tool.

1.3.1. Desk-based research

A review of the relevant literature was undertaken. This encompassed academic liter-
ature from varied fields, including organisation science, sociology, implementation sci-
ence, and science and technology studies, as well as grey literature relating to regulation 
and policy. Relevant academic literature was located primarily through keyword search-
es on Google Scholar and finding other relevant papers through citations. Relevant grey 
literature was identified partly through consultation with the project governance group, 
which enabled access to up-to-date outputs from regulatory bodies and government 
departments working across varied sectors. Other grey literature was identified through 
searching for keywords via search engines and reviewing publications on the websites 
of regulatory and policy bodies.

Literature was collated using Zotero reference management software, which allowed 
notes to be recorded and collated for each document. Through this review, insights 
were gained into current approaches and challenges relating to regulation and AI, as 
well as both theoretical and empirical discussions of organisational capacities and read-
iness.

The review of grey literature identified that there was no available single list or overview 
of existing UK regulatory bodies. This significant gap has created challenges for un-
derstanding and navigating the regulatory landscape. Therefore, the first output from 
this research was the creation of a map of current UK regulatory bodies. The map was 
informed through our review of grey literature, including government and regulators’ 
websites, and consultation with the project governance group and the ICO-convened 
Regulators and AI Working Group.

1.3.2 Semi-structured interviews

Semi-structured interviews were conducted to explore regulators’ experiences and 
attitudes relating to current capacities concerning the Regulation of AI and AI for 
Regulation, the strengths and limitations of existing approaches, and the needs to be 
addressed. Interviewees were selected to represent regulators of various sizes (i.e. 
small, medium, and large organisations) and sectors. From our mapping of the regulatory 
landscape, we identified several organisations in which to conduct interviews in order to 
ensure the inclusion of diverse perspectives and interests. Table 1 provides an overview 
of the organisations we selected.
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Sector
Size of Organisation

Large Medium Small

Horizontal (cross-sector) 2 1

Communications 1

Finance 1

Health 2 1

Legal and professional services 1 1

Miscellaneous 2 1

Table 1: Organisations Represented in Interviews

Within each organisation, we aimed to interview a number of individuals representing 
different roles and levels of seniority. In large organisations, we typically interviewed 
3 or 4 individuals representing varied roles and levels of seniority, while in medium 
and small organisations, we interviewed one or two individuals. Initial interviewees 
were identified through consultation with the project governance group, with further 
individuals recommended by contacts in each organisation engaged. A total of 28 
individuals participated in the interviews. The number of interviewees is summarised 
in Table 2 below.

Table 2: Number of Interviewees by Sector and Organisation Size

Sector
Size of Organisation

Large Medium Small

Horizontal (cross-sector) 7 2

Communications 3

Finance 2

Health 3 1

Legal and professional services 3 1

Miscellaneous 4 2
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A topic guide was developed for the interviews based on themes identified through 
the desk-based research as well as the requirements of the funder. Following a semi-
structured approach provided a consistent structure to guide the interviews and allowed 
for considerable flexibility, so that interviewees could expand on areas of interest or 
focus on particularly salient dimensions. The main sections of the topic guide related to:

•	 Level of awareness and engagement with AI;

•	 Current approaches to the Regulation of AI;

•	 Current data science and AI skills and capacities;

•	 Uses of AI for Regulation;

•	 Existing collaborations with other regulatory bodies;

•	 Future needs and regulators’ preferences for how the needs are met, including 
discussion of potential common capacity models.

Interviews were audio-recorded with the consent of participants. Interviews were then 
transcribed and analysed using NVivo software. Analysis followed an inductive approach 
drawing out themes from the interviews and identifying key areas of commonality or 
difference between interviewees’ responses, paying particular attention to differences 
between sectors and sizes of organisations.

The Alan Turing Institute’s Ethics Advisory Group (EAG) granted ethical approval for the 
interviews.

1.3.3. Development and piloting of a readiness self-assessment tool

We developed a readiness self-assessment tool (see Section 10: Annex) to facilitate 
organisational and participant-level reflection on regulatory readiness. The tool was 
developed through our analysis of interviews to focus on key components of readiness 
for regulators, both in relation to the Regulation of AI and AI for Regulation.

The tool was designed to be used by individuals, teams, or whole organisations as a 
reflective exercise. It aims to assess current readiness across the organisation and to 
identify strengths, weaknesses, or gaps. The tool encompasses readiness requirements 
relating to both the Regulation of AI and AI for Regulation and engages with organisational 
values, needs, and knowledge. It is structured around a series of questions under the 
broad headings of: 

•	 Partnership building;

•	 Inter-organisational cooperation;

•	 Absorptive capacity;

•	 Change readiness;

•	 Receptivity to change;
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•	 Organisational-level leadership;

•	 Resource availability;

•	 Participant attitudes;

•	 Training and skills development;

•	 Knowledge of the state-of-the-art;

•	 Capacity for gap understanding.

Under each of these headings, the tool contains a series of questions to assess the 
organisation’s readiness in relation to key dimensions. Each of the questions has a 
range of possible answers: completely confident; fairly confident; somewhat confident; 
not very confident; not confident at all.

The readiness self-assessment tool was piloted with the organisations represented in 
our interviews. Each of the organisations was asked to complete the self-assessment 
and to provide feedback on the experience of doing so. The findings of this pilot phase 
provided further insight into regulators’ self-reported readiness and valuable feedback 
to refine the self-assessment tool.
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This section sets the background for the discussion in the remainder of the report by 
providing a brief introduction to AI and related technological concepts. 

Artificial intelligence is the “science of making computers do things that require 
intelligence when done by humans.”7 The term was coined during a summer workshop 
at Dartmouth College in 1956 and was a foundational moment for AI research. Building 
on that history, the last two decades have seen a series of ground-breaking research 
advances. Enabled by a combination of rapid expansions in available computing power, 
improvements in algorithmic techniques, significant increases in available data, and 
growing investments in AI development,8 these advances have led to an explosion of 
interest in AI and elevated the field from an academic endeavour to a daily fixture of our 
lives. 

Within the field of AI, a broad distinction can be drawn between the ideas of general AI 
and narrow AI.9 “General AI” refers to systems that have universal abilities on par with 
those of human thinking and judgement, including the versatility to learn and perform 
any intellectual task that humans are capable of. While the idea of “general artificial 
intelligence” tends to capture the public imagination and is attracting significant 
research efforts, it remains an elusive goal, with experts disagreeing on whether it will 
ever be realised. 

“Narrow AI,” in contrast, refers to systems designed to perform specific predefined tasks 
and whose abilities are limited to these tasks. Defined in this way, narrow AI systems 
lack the generalised intelligence exhibited by humans. Still, when it comes to the tasks 
they are designed to perform, they may nevertheless be on par with or exceed human 
performance. 

Since AI systems ready for adoption today and in the foreseeable future take the form of 
narrow AI, this report is dedicated to developments in that field. Unless stated otherwise, 
uses of the term “AI” should be understood accordingly. 

Three important elements of innovation can be distinguished when considering the 
main technological changes that underpin the kinds of AI-enabled tools and systems 

Section at a glance:

•	 Provides a brief introduction to AI;

•	 Introduces three key elements of AI innovation: machine learning (ML), data, 
and automation

2. A brief introduction to AI�

7 Marvin Minsky, quoted in Leslie, 2019.
8 Brundage, et al., 2018.
9 Also referred to as Artificial Narrow Intelligence (ANI) and Artificial General Intelligence (AGI).
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we currently see being adopted: machine learning, data, and automation. AI systems 
may use a combination of all three elements or a subset of them. 

2.1. Machine learning

ML refers to the development of systems that can perform tasks as a result of a 
“learning” process that relies on data. It is at the core of recent advances in AI and can 
be contrasted with approaches that rely primarily on the formal representation of human 
knowledge and explicitly programmed rules of reasoning.

The field of ML encompasses a diverse and evolving array of methods that draw on 
concepts from statistics and probability theory and are characterised by varying 
degrees of complexity. They range from relatively simple methods such as linear and 
logistic regression, which have a long history of use in statistics and econometrics, to 
neural networks and other highly complex methods that have become computationally 
viable more recently. 

ML can be employed to solve a wide range of computational and analytical problems. At 
a high level, three areas of application can be distinguished: 

•	 Data analysis and modelling tasks involving structured machine-readable 
data. Such tasks can take a variety of forms, including prediction and forecasting 
tasks (estimating the future value of a variable of interest), optimisation tasks 
(estimating the optimal value of a given variable or range of variables of interest), 
and detection tasks (identifying the occurrence of phenomena of interest based 
on the detection of relevant patterns and anomalies in data). 

•	 Natural language processing tasks involving written or spoken human 
language. These tasks can fall into subfields such as speech recognition (the 
processing of spoken language for purposes such as transforming speech into 
text or recognising voice commands), natural language analysis (the recognition of 
meaning patterns in human language, comprising tasks like content classification, 
sentiment analysis, or machine translation), and natural language generation 
(the production of written or spoken human language, including tasks such as 
document drafting, text summarisation, and dialogue response generation). 

•	 Computer vision tasks involving visual data. Relevant tasks in this category 
can involve image or video data and typically take the form of recognition tasks. 
Examples include the detection of physical objects and their condition, facial 
recognition, and optical character recognition (i.e. the recognition of characters 
from images of handwritten or printed text). 

2.2. Data

Alongside advances in ML, recent years have seen a vast expansion of data available 
for and amenable to use in data-driven tools and systems. Several factors contributed to 
this expansion, including:
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•	 The emergence of new types of data that did not exist previously (e.g. data 
collected by new kinds of sensor technology);

•	 Increases in available quantities of established types of data (e.g. growing volumes 
of social media data);

•	 Improvements in the accessibility of existing data (e.g. new modes of accessing 
data stored in legacy systems or data sharing between organisations); 

•	 Advancements in the areas of NLP and computer vision (see above) enabling the 
computational analysis of unstructured data that traditionally required human 
analysis (e.g. documents containing free-form text or images).

The benefits resulting from these factors are manifold. Organisations are faced with 
a growing variety of sources of information available to them, enabling more reliable 
as well as entirely new types of insights. In addition, increases in data volumes often 
allow for inferences and insights that were impossible or of poorer quality with smaller 
quantities of data. Finally, the ability to computationally process unstructured data 
makes it possible to rely on signals in such data that would be costly or analytically 
difficult for a human to detect. 

While data can be used as part of solutions that do not involve ML, it crucially represents 
the “raw material” that enables ML applications to exist.10 ML and data thus represent 
two elements of innovation whose transformative potential is closely intertwined. 

2.3. Automation

Automation can be defined as the reduction or removal of the role of human action in 
performing tasks and processes. Such tasks and processes can take a diverse range 
of forms, with examples ranging from operational decision-making and information 
management tasks to the development of technological tools themselves. 

Automation is not necessarily a binary issue in the sense of there being full human 
involvement versus no human involvement. Instead, different forms of automation fall 
on a continuum of varying degrees of human involvement. This continuum includes 
arrangements in which the need for human input is reduced, but where humans retain 
certain forms of control. 

In the current innovation landscape, discussions of automation are often linked to the 
use of ML. This link can take two forms. First, the output of ML-based systems can be 
used as a component within an automated process chain. This possibility is illustrated, 
for example, by decision-making processes that rely on predictions made by an ML 
model, where automation may mean that prediction outputs trigger certain decisions 
with limited or no human involvement. Second, automation can play a role in the 
development of ML-based systems. This is illustrated by the emergence of solutions 
that automate different aspects of the development or maintenance of ML models, also 
known as automated machine learning (AutoML). 

10 While the NLP or computer vision capabilities used to transform unstructured language or visual data into structured 
data typically rely on ML, the resulting structured data can serve as an input for other ML applications. 
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Automation can also play a transformative role in the context of technological solutions 
that do not involve ML, such as tools that are designed to perform a series of steps 
based on explicitly programmed rules. This is illustrated by approaches, some of them 
with a long history, in the areas of workflow automation or robotic process automation 
(RPA). 

* * * *

The three elements of AI innovation discussed in this section (machine learning, data, 
and automation) give rise to an almost infinite number of applications across all sec-
tors of the economy and areas of our lives. Such technological progress is exciting and 
opens a wide range of opportunities, including for regulators, who can use AI to achieve 
their mission more effectively and efficiently. Technological progress also needs appro-
priate guardrails to ensure that it leads to socially beneficial outcomes. Regulators play 
a crucial role in setting these guardrails. To be able to take advantage of the benefits 
that AI offers to their own work and to fulfil their role in setting guardrails, regulators 
must develop a sophisticated understanding of AI technologies that covers not only the 
technical elements of these complex systems, but also the ethical, social, and economic 
dimensions of AI innovation. In Section 4, we will take a deep dive into the concept of 
regulatory readiness and outline how regulators can ensure that they are well-placed to 
steer AI innovation in a beneficial direction.
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If the previous section focused on the technology itself, in this section, we turn our 
attention to the regulators. 

In the first part, Section 3.1, we outline who the UK’s regulators are. At the time of writing, 
there is no mapping of the UK’s regulatory bodies. The diversity of statutory and non-
statutory organisations in the UK, their large number, and their dynamic nature make it 
difficult to create a resource that collects information about who these organisations 
are. Nevertheless, we created a resource for this report that outlines existing bodies and 
notes their approximate size and sector of activity. While this resource is not complete, it 
is the most comprehensive one available to date. 

In the second part of this section, 3.2, we explore regulators’ interest in regulating AI. 
We show that, as a general-purpose technology, AI has some horizontal uses, which cut 
across sectors of activity, and some highly specialised, vertical uses, which are specific 
to individual sectors. The horizontal uses of the technology pose a challenge to sector-
specific regulators if they are to address AI regulation on their own. For the remainder 
of Section 3.2, we outline some individual initiatives linked to regulating AI and some 
collective legislative and regulatory initiatives that extend across the remits of individual 
regulators. 

Finally, in the third part of this section, 3.3, we focus on regulators’ interest in using 
AI tools to fulfil their regulatory mission. While most regulators are at the beginning 
stages of developing AI tools for their own organisations, some have made significant 
progress. We give a couple of examples of the advances that some regulators have 
made and then dedicate the remainder of Section 3.3 to outlining possible applications 
of AI for Regulation. We group these applications into four categories: (1) modelling 
and simulation; (2) processing and analysing documents; (3) information exchange and 
stakeholder engagement; and (4) monitoring and detection. 

Section at a glance:

•	 Presents a map of the current UK regulatory landscape;

•	 Outlines regulators’ interests when it comes to regulating AI; 

•	 Discusses regulators’ interests in using AI technologies for regulatory 
purposes.

3. The UK’s regulatory landscape and 
regulators’ interest in AI
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3.1. Mapping the UK’s regulatory bodies

The UK has a complex range of regulatory bodies, including both statutory and non-
statutory organisations. A first step in this research was to map the UK regulatory 
landscape and create a resource that outlines existing bodies. The resulting overview 
presented here highlights the large number and diverse nature of regulatory 
organisations.

The map (see Table 3) covers both statutory and non-statutory bodies. It includes 
relevant professional associations and categorises regulators based on their sectoral 
remit and size (defined by the number of employees). The map includes bodies whose 
remit is defined vertically (through a focus on particular sectors) as well as those with a 
horizontal (i.e. cross-sectoral) remit.  

The map has been developed through consultation with UK regulatory bodies. An initial 
draft of the map was circulated within the Regulators and AI Working Group (convened 
by the ICO) for comments and suggestions. This resulted in some refinement of the 
sectoral categories and the addition of several regulatory bodies. 

The regulatory landscape is continually evolving as regulatory bodies adapt in size and 
remits. The map should be read with this caveat in mind. It should also be noted that, 
while efforts were made to identify significant examples, the map is not exhaustive with 
respect to non-statutory bodies such as professional associations or industry bodies 
that perform regulatory or quasi-regulatory functions in relation to their members. 
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Sector: Horizontal (cross-sector) Communication Education Financial Services Healthcare, Social Care, and Medicine
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•	Companies House
•	Office of 

Communications 
(Ofcom)

•	Office for Standards in 
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•	Bank of England (BoE)/ Prudential 
Regulation Authority

•	Financial Conduct Authority (FCA)
•	HM Revenue and Customs 

(HMRC)
•	Insolvency Service

•	Care Quality Commission (CQC)
•	General Medical Council
•	Health and Safety Executive
•	Medicines and Healthcare products 

Regulatory Agency (MHRA)
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s •	Advertising Standards  
Authority (ASA)

•	Equality and Human Rights 
Commission (EHRC)

•	General Teaching Council, 
England

•	Office for Students
•	Office of Qualifications and 

Examinations Regulation 
(Ofqual)

•	Pensions Regulator
•	Payment Systems Regulator

•	General Dental Council
•	General Pharmaceutical Council
•	Health and Care Professions Council 

(HCPC)
•	Health Research Authority (HRA)
•	Nursing and Midwifery Council
•	Scottish Social Services Council
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•	British Board of Film 
Classification

•	General Teaching Council, 
Scotland

•	Healthcare Inspectorate Wales
•	Human Fertilisation and Embryology 

Authority
•	Northern Ireland Social Care Council
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•	Scottish  
Human Rights Commission 
(SHRC)

•	Independent Press 
Standards Organisation

•	Education Workforce 
Council (Wales)

•	General Teaching Council, 
Northern Ireland

•	Office of the Regulator of 
Community Interest Companies

•	The Complementary and Natural 
Healthcare Council 

•	General Chiropractic Council
•	General Optical Council
•	General Osteopathic Council
•	Human Tissue Authority
•	Pharmaceutical Society of Northern Ireland 
•	Professional Standards Authority for Health 

and Social Care

Table 3: Map of UK Regulators
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Sector: Legal and professional services Policing and Justice Utilities, Housing, Transport, 
Infrastructure, and Environment Miscellaneous
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•	Association of Chartered Certified Accountants
•	Office for Statistics Regulation

•	Independent Office for 
Police Conduct (IOPC)

•	Civil Aviation Authority
•	Driver and Vehicle Standards Agency
•	Driver and Vehicle Licensing Agency
•	Environment Agency
•	Natural Resources Wales
•	Northern Ireland Environment Agency
•	Scottish Environment Protection 
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•	Animal and Plant Health Agency
•	Food Standards Agency
•	Intellectual Property Office
•	Maritime and Coastguard Agency
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•	Faculty of Advocates
•	Royal Institution of Chartered Surveyors
•	Solicitors Regulation Authority

•	College of Policing
•	Independent Police 

Complaints Commission

•	Building Safety Regulator
•	Office of Gas and Electricity Markets 

(Ofgem)
•	Office for Nuclear Regulation
•	Planning Inspectorate
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•	Chartered Institute of Legal Executives (CILEx)
•	Chartered Institute of Public Finance and Accountancy
•	Institute of Chartered Accountants (England and Wales)
•	Institute of Chartered Accountants of Scotland
•	Financial Reporting Council (FRC)
•	Law Society of Scotland

•	Her Majesty’s 
Inspectorate of 
Constabulary and Fire 
& Rescue Services 
(HMICFRS)

•	Office of Rail and Road
•	Oil and Gas Authority
•	Regulator of Social Housing
•	Vehicle Certification Authority
•	Water Services Regulation Authority 

(Ofwat)

•	The Charity Commission 
•	Gambling Commission
•	Office for Product Safety and Standards 

(OPSS)
•	Security Industry Authority
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•	Bar Standards Board •	Northern Ireland Authority for Utility 
Regulation

•	Electoral Commission
•	Gangmasters and Labour Abuse Authority
•	Office of the Immigration Services 

Commissioner
•	Scottish Charity Regulator
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s •	Architects Registration Board

•	Engineering Council
•	Legal Services Board (LSB)
•	Law Society of Northern Ireland
•	Master of the Faculties

•	Commissioner for the 
Retention and Use of 
Biometric Material

•	Forensic Science 
Regulator

•	The Scottish Biometrics 
Commissioner

•	Office of the Traffic Commissioner
•	Scottish Housing Regulator
•	Water Industry Commissioner for 

Scotland

•	Charity Commission Northern Ireland
•	Chartered Institute for the Management  

of Sport and Physical Activity
•	Groceries Code Adjudicator
•	Farriers Registration Council
•	Fundraising Regulator
•	The Office for Professional Body Anti-Money 

Laundering Supervision 
•	Single Source Regulation Office (SSRO)

Table 3: Map of UK Regulators (cont.)
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3.2. The landscape for the Regulation of AI

The previous section, and Table 3 in particular, highlight the diversity of UK regulators 
in terms of their remits and sizes. This diversity is matched by the variety of AI applica-
tions in use today. Businesses rely on AI in each sectoral domain identified in our map 
of UK’s regulatory landscape. In Table 4, we outline examples of applications of AI for 
each sector. 

AI is a general-purpose technology. As such, some of its uses cut across all sectors. For 
example, businesses from vastly different industries — from local pizza shops to large 
financial institutions — rely on targeted advertising. Similarly, consumers are increas-
ingly reliant on chatbot advice, whether they are contacting their mobile phone provider 
or airline company. In recognition of this fact, the first row of Table 4 outlines some of 
AI’s general uses, which cut across all sectors. In the literature, these general uses of AI 
are also referred to as “horizontal” uses. 

AI is also well-suited to highly specialised tasks. Some of these tasks are particular to 
their area of application and sector of activity. High-frequency algorithmic trading, for 
example, is an application of AI specific to financial services. Similarly, high-precision 
robotic surgery is an application of AI specific to healthcare. Besides noting some of 
the horizontal uses of AI, Table 4 also outlines sector-specific applications of AI. In the 
literature, these sector-specific uses of AI are also referred to as “vertical” uses. 

Table 4: Examples of Applications of AI Across Sectors

Sector Examples of Applications of AI

General 
(applicable 
across sectors)

•	 Personalisation of services
•	 Targeted marketing and 

advertising
•	 Dynamic pricing
•	 Chatbots 

•	 Virtual assistants for customer 
support

•	 Monitoring employee 
performance

•	 Tools for financial/regulatory 
reporting

Communication
•	 Network optimisation
•	 Predictive maintenance

•	 Media monitoring

Education
•	 Virtual classrooms
•	 Personalisation of learning

•	 Automated grading of exams 
or coursework

•	 Monitoring student progress

Financial 
services

•	 Detection of suspicious 
transactions and fraud

•	 Client risk profiling (e.g. credit 
or insurance risk)

•	 Insurance claim management
•	 Robo-advisors and virtual 

money coaches

•	 Predicting the performance of 
financial assets

•	 Portfolio management and 
financial trading

•	 Market abuse detection
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Sector Examples of Applications of AI

Healthcare, 
social care and 
medicine

•	 Predictive modelling for 
diagnostics and prognostics

•	 Triaging support
•	 Chatbots and virtual doctors 

for remote consultations

•	 Medical imaging analysis
•	 Drug discovery
•	 High-precision robotic 

surgery

Legal & 
professional 
services

•	 Document discovery and 
review

•	 Automation in due diligence

•	 Contract review
•	 Pattern recognition to  

detect irregularities

Policing and 
justice

•	 Facial recognition
•	 Predictive policing algorithms

•	 Behavioural biometrics

Utilities, housing, 
transport, 
infrastructure 
and environment

•	 Supply chain management
•	 Autonomous vehicles
•	 Modelling and predicting 

infrastructure needs

•	 Optimising public transport 
routes

The examples in Table 4 highlight two challenges of regulating a general-purpose 
technology like AI. The first relates to the large number of applications: the possibilities 
of using AI seem limitless, challenging regulators with limited resources to effectively 
oversee a vast landscape of use cases. The second relates to the fact that some AI 
applications cut across sectors and regulatory remits. These more horizontal uses of 
AI challenge the traditional sectoral boundaries that have delimited regulators’ remits 
until now. 

The growing importance of questions linked to the Regulation of AI is reflected in 
the evolving agendas of individual regulatory bodies as well as recent legislative and 
regulatory initiatives that extend across the remits of individual regulators.

At the level of individual regulatory bodies, prominent examples of the surge in attention 
around the Regulation of AI include initiatives at the Competition and Markets Authority, 
the Information Commissioner’s Office, the Financial Conduct Authority, the Bank of 
England, and Ofcom:

Table 4: Examples of Applications of AI Across Sectors (cont.)
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•	 The Competition and Markets Authority have published several reports relating 
to AI and competition. They first published their Digital Markets Strategy in 2019, 
subsequently updated in 2021.11 In 2020, they also published a study on online 
platforms and digital advertising.12 Their Digital Markets Taskforce has produced 
several relevant outputs relating to the design and implementation of pro-com-
petitive measures for unlocking competition in digital markets. In 2021, the CMA 
launched their “Analysing Algorithms Programme.”13

•	 As the independent regulatory office dealing with the Data Protection Act 2018 
and the General Data Protection Regulation, the Information Commissioner’s Of-
fice is concerned with considerations around fair, legal, and transparent data pro-
cessing and data use in AI. The ICO identified AI as one of its top three strategic 
priority areas for 2018 — 2021. In 2020, in collaboration with The Alan Turing Insti-
tute, they published guidance on explaining decisions made with AI.14 They have 
also produced guidance on AI and Data Protection15 and on the accountability and 
governance implications of AI.16

•	 In 2019, the FCA embarked on a collaboration with The Alan Turing Institute to 
research ethical and regulatory questions raised by the use of AI in financial ser-
vices and the role of AI transparency in addressing such questions. The resulting 
report was published in June 2021.17 Besides its individual initiative, in 2019, the Fi-
nancial Conduct Authority also collaborated with the Bank of England to conduct 
a joint survey of firms.18 Later on, the Bank of England and the FCA established 
the Artificial Intelligence Public-Private Forum (AIPPF).19 AIPPF’s final report was 
published in February 2022.20

•	 In 2019, Ofcom commissioned a study to explore uses of AI in online con-
tent moderation.21 In 2020, it was announced that Ofcom had been appoint-
ed as the regulator for online harm. In 2021, Ofcom commissioned a report by  
The Alan Turing Institute on online hate to support the implementation of its new 
Video Sharing Platform (VSP) regulatory duties.22 In order to fulfil its new regula-
tory responsibilities, Ofcom is also acquiring new technology and data skills.23 By 
the time the Online Safety Bill moved towards legislation in 2022, Ofcom had ap-
pointed 300 staff to work on social media regulation and grown their Online Safety 
policy team to comprise nearly 50 people, with six principals and two directors.

Beyond these large regulators, smaller bodies are also increasingly developing interests 
and in some cases, programmes of work relating to the Regulation of AI. For example, 
in 2019, the Financial Reporting Council produced a report on artificial antelligence and 

11 CMA, 2021a.
12 CMA, 2020.
13 CMA, 2021b.
14 ICO & ATI, 2020.
15 ICO, 2020a.
16 ICO, 2020b.
17 Ostmann & Dorobantu, 2021.
18 FCA & BoE, 2019.
19 FCA, 2020a.
20 AIPPF, 2022.
21 Cambridge Consultants, 2019.
22 Vidgen & Margetts, 2021.
23 Ofcom, 2020. 
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corporate reporting.24 The Legal Services Board has a technology project which focus-
es on technology and regulation. It explores opportunities to develop approaches to 
regulation for the use of technology in legal services. Through this project, the LSB pub-
lished a collection of 11 articles reviewing opportunities for legal services regulation to 
support responsible technological innovation and improve access to justice.25

The initiatives outlined above are only a few examples of the work that individual reg-
ulators are currently undertaking when it comes to regulating AI. Many other regula-
tors, besides the ones mentioned here, are turning their attention to AI and dedicating 
resources to understanding how to regulate AI. Indeed, our interviewees consistently 
noted that AI was an area of relevance or interest to their organisation’s regulatory re-
mit. Only one interviewee described AI as not being relevant to their organisation’s reg-
ulatory remit.

Mirroring our interview findings, the UK’s National AI Strategy also notes the impor-
tance of AI to regulators across all sectors. The National AI Strategy goes one step fur-
ther, stating that: “While some regulators are leading the way in understanding the im-
plications of AI for their sector or activity, we need all regulators to be able to do this.”26

As we noted above, the horizontal nature of some AI applications, as well as some of the 
questions that arise in the area of Regulation of AI, make it difficult for individual regu-
latory bodies to regulate AI on their own. Regulating AI effectively requires conceptual, 
analytical, and strategic perspectives that extend beyond traditional regulatory remits, 
necessitating different forms of coordination and collaboration across the regulatory 
landscape. 

Recent legislative initiatives, such as the Online Harms Bill, highlight this need for coor-
dination and collaboration across regulatory remits. The need is also reflected in several 
recent collaborative initiatives between regulatory bodies in the UK that touch on the 
Regulation of AI (see Table 7, Section 7.3). Prominent examples  include the Digital Reg-
ulation Cooperation Forum (comprising the CMA, ICO, FCA, and Ofcom), the Regulators 
and AI Working Group, and the Digital Markets Taskforce. Such initiatives highlight the 
importance of and interest in collaboration among regulators to identify and address 
emerging challenges. We will cover them in depth in Section 7. 

3.3. The landscape for AI for Regulation
AI tools can have significant benefits for the delivery of regulatory bodies’ missions. 
These benefits can take two forms, often in combination with each other: increases 
in regulatory effectiveness (i.e. quality improvements in the performance of regulatory 
tasks) and increases in efficiency (tasks becoming easier, faster, or less resource-inten-
sive, and cheaper to perform). Relevant tasks in relation to which AI can enable such 
benefits can take many forms and stretch across the entire “regulatory lifecycle,” rang-
ing from regulatory research and rulemaking to licencing and approval decisions, su-
pervision and surveillance, and investigation or enforcement activities.

24 FRC, 2019. 
25 LSB, 2020.
26 Office for AI, 2021: 54.
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Our interviews revealed that while there is significant and growing interest in AI for 
Regulation across the regulatory landscape, most regulators do not yet have substantial 
capabilities in this area. Many interviewees described their organisations as being at 
the early stages of “experimenting” with AI for Regulation or exploring opportunities 
and means to develop capacity in this regard. Interest in further exploring the potential 
of AI for Regulation and developing capacities to harness the potential benefits of AI for 
Regulation was expressed by interviewees at regulators across all sectors and sizes 
included in our research. This highlights the value of building capacity in this area to 
address consistent and common needs across the regulatory landscape.

However, while most regulators were described as being at early stages in the journey to 
using AI for Regulation, some regulatory bodies already have established programmes 
of work developing and trialling AI tools. Two prominent examples are the FCA and the 
CMA:

•	 The FCA published its latest Data Strategy in 2020.27 This set out the FCA’s 
vision to be “smarter in the way [they] use [their] data and advanced analytics to 
transform the way [they] regulate and reduce the burden on firms.” The strategy 
includes a focus on improving the use of artificial intelligence to better understand 
and manage harm, improving the use of predictive analytics to identify patterns 
and trends, and strengthening analytics capabilities. The FCA already have well-
established AI capacities. Most notably, they have an advanced analytics team 
which develops AI tools to be used internally. Alongside this is a federated model 
of data science units distributed across the organisation. The engineering team 
industrialises tools developed by the advanced analytics team to maximise 
deployment and use across the organisation. The transformation team builds 
internal capacity around AI through the FCA’s community of practice. 

•	 The CMA established its Data, Technology and Analytics (DaTA) unit in October 
2018. This unit was set up to ensure that the CMA “stayed ahead” in terms of using 
the latest data engineering, machine learning, and AI techniques. The DaTA unit 
has developed and trialled AI tools internally. Early examples of CMA’s applications 
of AI include developing machine learning tools to identify possible breaches of 
consumer law on digital platforms and using natural language processing to sift 
and review large volumes of documents.

Recent years have seen a growing literature on possible uses of AI by regulatory bodies.28 
This literature comprises contributions from the UK as well as many other jurisdictions. It 
includes examples of AI use across different stages of maturity, ranging from AI tools in 
deployment to experimental uses, proofs of concept, and hitherto untested hypothetical 
use cases.

The remainder of this section provides a high-level overview of possible applications of 
AI for Regulation, drawing on the existing literature as well as on use cases that played 
a salient role during our interviews. It should be noted that the overview is limited to 
the use of AI to perform tasks that are distinctly recognisable as regulatory tasks. In 
other words, it focuses on AI tools related to regulatory bodies’ primary operational 
objectives, setting aside uses of AI to perform tasks that are more generic in nature and 

27 FCA, 2020.
28 Department for Business, Energy & Industrial Strategy, 2020a; Engstrom et al., 2020a; Financial Stability Board, 
2020; Misuraca & van Noordt, 2020; World Bank, 2020; International Association of Insurance Supervisors and Access 
to Insurance Initiative, 2019; Financial Stability Institute, 2018; Deloitte, 2018a; Toronto Centre, 2017.
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not uniquely connected to regulatory activities. The scope thus excludes the use of AI 
for internal management tasks and other use cases with shared applicability across a 
wide range of other organisations.

Specific examples of out-of-scope use cases include the use of AI in contexts such as 
human resource management, accounting and finance, procurement management, 
legal services, or cybersecurity. It is worth noting that the decision to set aside these use 
cases is not based on a judgment of their significance in terms of innovation potential. 
Instead, it is based on the fact that these uses are not unique to the needs of regulatory 
bodies and are common across other public and private organisations. As a result, they 
are less relevant from the perspective of coordinated capacity-building for regulatory 
bodies. 

Two further points regarding the scope of the overview presented below are worth 
highlighting. First, the overview adopts a wide lens with respect to the kinds of tools and 
solutions that count as “AI.” The three elements of innovation described in Section 2 (ML, 
data, and automation) inform this lens. As highlighted above, technological solutions 
may use these elements in combination with each other or on their own. Our focus is 
on solutions that involve ML. Still, we include some examples of technological solutions 
that do not necessarily involve ML where this seems warranted by the prominence of 
these solutions in recent innovation debates (e.g. digital regulatory reporting). 

Second, the overview is not based on an assessment of technical or practical feasibility 
in relation to individual use cases. It includes existing uses as well as use cases that, 
to date, represent conceptual possibilities. For many use cases, there is evidence of 
regulatory bodies actively exploring them, albeit often at an experimental stage. In 
some instances, such exploration has ended with projects being dropped due to 
resource constraints or feasibility issues, illustrating the significant obstacles in turning 
hypothetical uses into reality. 

In terms of structure, relevant uses cases can be grouped into four broad categories, 
with each of them comprising multiple subcategories: 

•	 Modelling and simulation;

•	 Processing and analysing documents;

•	 Information exchange and stakeholder engagement;

•	 Monitoring and detection.

These categories and subcategories were designed with a view to organising use cases 
in a way that highlights similarities between AI tools in terms of the general functions 
they serve (rather than similarities between the regulatory domains in which they are 
deployed or similarities in technological design, for example). This approach is not 
without alternatives, but it is well-suited to inform discussions about the potential for 
shared capacity building and for learning across regulatory domains. 

3.3.1. Modelling and simulation

AI can be useful in relation to a wide range of modelling and simulation tasks faced by 
regulatory bodies. The element of innovation at the core of use cases in this category is 
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the use of ML to analyse structured data. In addition, innovative approaches to modelling 
and simulation may rely on previously unused forms of data input. Where such data 
is unstructured (e.g. written or spoken human language or visual data), solutions may 
involve NLP or computer vision capabilities. 

Relevant modelling and simulation tasks in the regulatory domain can take various 
forms. In some cases, the use of AI may enable improvements over and replace more 
traditional approaches to modelling and simulation. In others, the use of AI may make it 
possible to perform modelling and simulation where this was previously technologically 
infeasible (e.g. due to the kinds or quantities of data involved). The resulting benefits 
can take the forms of increased regulatory effectiveness as well as increased efficiency 
(e.g., in the case of risk scoring of regulated entities, due to improved targeting in the 
allocation of regulatory resources). 

Three kinds of use cases are worth highlighting as particularly salient within this 
category: 

•	 Risk scoring of regulated entities. In the context of supervision, inspection, and 
enforcement activities, ML models can be used to predict individual regulated 
entities’ likelihood of non-compliance or need for assistance. This can enable 
targeted interventions and new forms of prioritisation that direct regulatory 
resources to high-risk entities. Applications for this use case include a wide range 
of regulatory domains. Documented examples of regulatory bodies exploring this 
use case range from risk scoring of MOT testers,29 GP practices,30 care homes,31 
and schools32 to banks (financial distress),33 financial advisers (misconduct),34 
restaurants (hygiene),35 and technical equipment (safety).36 

•	 Modelling to inform rulemaking or regulatory approval. The design of rules or 
decisions about regulatory approval often depend on empirical assumptions that 
are informed by statistical modelling. The use of ML and previously unused forms 
of data can result in models whose improved accuracy, reliability, or granularity 
enables improved decisions in such cases. Examples of relevant contexts include 
models to predict traffic accidents,37 the toxicity of chemical compounds,38 or the 
effectiveness and safety of medical drugs or devices. 

•	 Modelling and simulation for scenario analysis. In cases where regulators need 
to understand potential market dynamics or other aspects of future scenarios, 
novel approaches to modelling and simulation enabled by AI — including agent-
based modelling — can provide innovative insights. Relevant contexts include 
regulatory planning or research activities aimed at understanding the dynamics of 

29 Department for Business, Energy & Industrial Strategy, 2020b: 54–57.
30 The Behavioural Insights Team, 2017.
31 The Behavioural Insights Team, 2017.
32 The Behavioural Insights Team, 2017.
33 Financial Stability Board, 2020: 51.
34 Financial Stability Board, 2020: 52.
35 French General Directorate for Food, 2019:12.
36 Technical Safety BC, 2018.
37 Engstrom et al., 2020b: 28–29.
38 Engstrom et al., 2020b: 30.
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demand and supply (e.g. in relation to transport or communications infrastructure, 
energy, or schools). Efforts to understand shocks and resilience in various domains 
are another prominent area of application.39 In the context of financial services 
regulation, this includes stress testing for financial institutions and modelling 
systemic risks.40 

3.3.2. Processing and analysing documents

AI tools can facilitate the processing and analysis of various kinds of documents that are 
central to many regulatory activities. NLP is the most important element of innovation 
for use cases in this category. Depending on the nature of the task and the technological 
solution chosen, tools may also rely on computer vision, the use of ML to analyse 
structured data, and automation. 

The transformative potential of these uses of AI partly arises from the fact that regulatory 
activities often involve documents that come in large volumes, and that processing and 
analysis tasks often take repetitive forms. AI can enable significant improvements in 
operational efficiency by making it possible for relevant tasks to be performed at scale 
with reduced human involvement. In addition, AI can facilitate analytical insights that 
would be difficult to achieve for human analysts, especially in the area of identifying 
signals of suspicious activity.

•	 Document digitisation. In cases where documents include handwritten  
text or involve other forms of information that defy digital processing, AI tools 
can render the task of digitising the content of documents more efficient  
and reliable.41 

•	 Triaging and summarisation. Where regulators are confronted with the need 
to screen large amounts of documents, AI tools can help address this need 
by performing tasks such as ranking documents for relevance or producing 
summaries of their content. Examples of contexts in which such use cases hold 
promise include investigations or enforcement proceedings that require screening 
large amounts of documents from the regulated entities involved in the case (e.g. 
merger investigations). Another relevant context is processing complaints or 
consultation responses, discussed separately in Section 3.3.3 below.

•	 Analysing document content. AI tools can also perform more sophisticated 
forms of analysis on the content of documents. One illustration of this is using NLP 
or computer vision to detect similarities between the text or images contained in 
documents. This may be useful, for instance, in the context of tasks that require 
categorising or determining the uniqueness of content. In financial services, such 
capabilities have been used to identify themes and trends in the large volumes 
of documents received by regulators from regulated firms on a recurring basis.42 
Intellectual property agencies have explored the use of AI tools to search for 
similarities between the content of patent or trademark applications and existing 

39 The Alan Turing Institute, 2021. 
40 Engstrom et al., 2020b: 4; Financial Stability Board, 2020: 53. 
41 Financial Stability Board, 2020: 45 and 55; Deloitte, 2018a: 10–11.
42 Financial Stability Board, 2020: 41, 47, and 55.
43 Department for Business, Energy & Industrial Strategy, 2020b: 7–13; Engstrom et al., 2020a: 46–52.
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patents or trademarks to determine the merit of applications or to categorise their 
content.43 

•	 Identifying errors, non-compliance, and suspicious signals in documents. 
One specific form of content analysis worth highlighting as a separate use case 
is the identification of inaccuracies and red flags in documents. In this case, AI 
tools are used to detect content that may be indicative of errors or problematic 
behaviour on the part of regulated entities, meriting closer scrutiny. Examples 
of contexts in which regulatory bodies have explored this use case include the 
detection of: errors or fraud in corporate financial statements;44 non-compliant 
content or signs of misconduct in consumer-facing documents or regulatory 
filings issued by financial service providers;45 indicators of compliance failures in 
emails and other forms of communication between companies and supervisors.46 

3.3.3. Information exchange and stakeholder engagement

External-facing processes of information exchange and communication are crucial to 
regulatory bodies’ missions. They can take unidirectional or bidirectional forms and 
involve various types of stakeholders, including regulated entities, consumers, or the 
wider public. AI can facilitate a variety of tasks in relation to such processes, primarily 
through the combined use of NLP and different forms of automation. 

Across the three prominent types of use cases distinguished below, AI can enable 
significant efficiency benefits, for regulatory bodies and stakeholders alike. In addition, 
solutions for digital regulatory reporting and the analysis of complaints and consultation 
responses also hold the promise of making regulation more effective: in the former case 
by increasing the timeliness and accuracy of reported information; in the latter case, 
by identifying trends or patterns in complaints or consultation responses that human 
analysts may miss.

•	 Providing and receiving information. Regulatory bodies are faced with requests 
for information from stakeholders (e.g. consumers or regulated entities seeking 
advice) as well as administrative processes that involve receiving information 
(e.g. applications from companies in sectors that require authorisation). In both 
cases, AI can enable innovative digital solutions that facilitate the process of 
providing or receiving information. Relevant examples include using chatbots to 
respond to stakeholder queries or virtual assistants to facilitate the submission 
and processing of authorisation requests.47 

•	 Digital regulatory reporting. One type of solution for providing and receiving 
information that applies specifically to regulatory reporting and has attracted 
growing attention in recent years is the translation of reporting rules into machine 
readable and machine executable formats. Combined with suitably configured 
data management and data transmission environments, this could enable the 
automation of reporting processes while reducing rule ambiguity and increasing 

44 Deloitte, 2018b: 5; Financial Stability Board, 2020: 52.
45 Engstrom et al., 2020b: 37–38; Financial Stability Board, 2020: 44, 47, and 50.
46 Engstrom et al., 2020b: 5.
47 European Central Bank, 2020.
48 FCA, 2020.
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the accuracy and timeliness of the data available to regulators. The FCA and 
Bank of England are currently exploring this possibility in the context of financial 
services reporting.48 These developments occur against the background of a 
growing international literature on “rules as code” and “law as code,” which 
considers the potential of machine consumable versions of rules and laws across 
various domains.49

•	 Analysing consultation responses, complaints, and other submissions. Where 
regulatory bodies receive large amounts of solicited or unsolicited information, for 
example, in the form of consultation responses or consumer complaints, AI tools 
can help process and distil insights from such information. AI tools may perform 
specific tasks, including prioritising submissions for human review, determining 
whether complaints fall within a body’s regulatory remit, assessing the authenticity 
of consultation responses,50 and categorising submissions to identify trends and 
emerging regulatory concerns.51

3.3.4. Monitoring and detection

As a final category, AI can be of use in the performance of monitoring and detection 
tasks associated with regulatory mandates. Given the diverse characteristics of such 
tasks across different regulatory contexts, use cases in this category may rely on ML 
methods to analyse structured data, NLP, or computer vision, potentially in combination 
with previously unused forms of data and different forms of automation. 

Like with previous categories, the benefits of using AI for monitoring and detection tasks 
include efficiency gains (e.g. through reduced human involvement in the performance 
of the relevant tasks) as well as increases in effectiveness (in the form of improved rates 
of detection compared to tasks being carried out by humans without AI support).

•	 Monitoring regulated behaviour. Where regulators have access to observation-
al data concerning the conduct of regulated entities, AI tools can be used to mon-
itor behaviour and detect instances of non-compliance or misconduct. Relevant 
examples for this kind of use include the detection of: insider trading or market 
manipulation (based on financial trading data);52 instances of collusion and other 
competition violations (through the analysis of price data); failures to declare in-
stances of paid advertising on social media posts explicitly; scam ads; the sale of 
unsafe products online (based on text and image similarity compared to known 
ads of banned products); problematic company ownership structures;53 and in-
stances of illegitimate “company phoenixing” (based on company registry data 
and network analysis).

•	 Monitoring environments. In contexts where regulatory bodies have a need 
to monitor conditions in natural, built, economic, or digital environments, AI — 
potentially in conjunction with the use of sensor technology — can be equally 

49 Organisation for the Economic Cooperation & Development (OECD), 2020.
50 Engstrom et al., 2020: 59–64.
51 Engstrom et al., 2020a: 53–64; Engstrom et al., 2020b: 6, 39; European Central Bank, 2020.
52 Engstrom et al., 2020b: 38–39; Financial Stability Board, 2020: 53.
53 Financial Stability Board, 2020: 54 and 56.
54 Department for Business, Energy & Industrial Strategy, 2020b: 51–53.
55 WaterAnalytics, 2018.
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useful. For example, AI tools may facilitate monitoring and detection tasks in 
relation to physical infrastructure, such as the detection of blocked culverts,54 
the detection of leaks in water supply networks,55 or the monitoring of road 
conditions56 and road traffic.57 Similarly, AI can help with monitoring tasks in various 
market environments, including detecting patterns across suspicious financial 
transactions in the context of anti-money laundering measures.58 In the digital 
sphere, AI can play a crucial role in performing tasks related to online safety and 
online harms. Examples include measuring the occurrence of hate speech and 
misinformation and assessing an online platform’s approach to managing these 
issues.59 Here, the role of AI can be particularly fundamental, since many of the 
relevant tasks could not feasibly be performed without reliance on algorithmically 
enabled solutions. 

•	 Monitoring indirect sources of information. Setting aside the direct monitoring 
of behaviour or conditions of interest, insights and signals of interest to regulatory 
bodies can originate from media reports, social media posts, and other indirect 
sources of information. AI tools can be designed to derive insights and detect rel-
evant signals in such sources. Specific uses in this category include identifying 
trends or keeping track of reported incidents for purposes such as anticipating 
complaints or initiating regulatory interventions. For instance, food safety author-
ities have explored the use of AI to screen social media posts for signs of food 
poisoning incidents related to individual restaurants.60 Similarly, financial regula-
tors are exploring the use of AI tools to monitor public sentiment in relation to 
individual supervised firms.61

This completes our overview of possible applications of AI for Regulation. In Section 3, 
we turned our attention to the regulators. We outlined who they are and, in the process, 
created the most comprehensive mapping of the UK’s regulators to date. We also 
explored regulators’ interest in regulating AI, focusing on both individual and collective 
initiatives. And we highlighted the potential that AI technologies have to help regulators 
fulfil their missions. Having taken a deep dive into who the regulators are and their 
interests in AI, in the next section, we will focus on the concept of readiness as a way to 
uncover what organisations need to do to keep pace with AI innovation. 

56 Palaimon, 2020.
57 AI-X, 2021a; AI-X, 2021b. 
58 Financial Stability Board, 2020: 48–49.
59 Vidgen & Margetts, 2021.
60 National Science Foundation, 2016.
61 Financial Stability Board, 2020: 53.
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This report focuses on the need for regulators to adapt to the emergence of AI, in terms 
of regulating AI as well as using AI for regulatory purposes. This section develops the 
concept of “readiness” as a way to understand what regulators might need to do in 
order to adapt. The concept of readiness allows us to move from beyond a set of “why” 
questions to a set of “how” questions — that is, from the reasons why regulators need 
to develop new expertise and capacity to an understanding of how to make it possible 
in the first place. Readiness is the most important common denominator across the 
competencies required to foster effective regulation of AI and those required for 
deploying AI for regulatory purposes. The realisation of readiness in organisations 
and people is a necessary precondition for enabling regulatory capacity around AI 
innovation. 

Readiness refers to an individual’s, an organisation’s, or a larger system’s degree 
of preparedness to meet novel challenges or to successfully navigate change. In 
the context of AI and regulation, it refers to the conditions of preparedness — at the 
participant, organisational, and system-levels — that enable the effective integration of 
AI technology and technology policy into the regulatory environment. To understand 
the essential determinants of readiness, we need to gain a full view of how the 
barriers and enablers of these kinds of innovation are situated in broader system-level, 
organisational, and motivational contexts and how these determinants are interrelated. 
From such a wide-angled standpoint, beyond considering any particular obstacle or 
catalyst to innovation in isolation, attention must also be paid to how such obstacles 
and catalysts are embedded in the broader social, cultural, economic, legal, political, 
and psychological contexts of regulation and regulatory practice. 

In pursuing this holistic approach, we become better positioned to identify the underlying 
infrastructure of system-level, organisational, and psychological/motivational factors 
that operate separately and in concert to determine the readiness of participants in 
regulatory settings to accept the changes brought about by potentially disruptive AI 

Section at a glance:

•	 Introduces the concept of readiness, in terms of regulatory readiness for AI;

•	 Describes the three levels of readiness (system-level, organisational, and 
participant), and explores how certain innovation factors (related to values, 
needs, and knowledge) influence conditions of readiness;

•	 Discusses regulators’ capacity needs in relation to readiness;

•	 Introduces a self-assessment tool for regulators and discusses initial 
assessment results.

4. Understanding AI and regulation 
through the lens of readiness
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technology and technology policy innovations.62 This broader ecological view of the 
innovation environment is important, because it provides a useful way to organise the 
positive and negative determinants of innovation intervention outcomes. In particular, 
it enables us to arrange the determinants in a systematic manner, which may then 
allow for the development of a more deliberate and logical approach to identifying and 
anticipating them. It consequently works toward clearing possible pathways to capacity-
building.

It is important to note that much of this research into understanding the effective 
integration and sustainability of innovation and evidence-based interventions in 
organisational and community settings has already been undertaken in the fields 
of implementation science, organisational theory, social psychology, and sociology, 
among others.63 Drawing on previous work, we undertook a comprehensive literature 
review of this multidisciplinary area and then used the findings from the literature review 
to organise and analyse our interview-based research.

In this section, we will begin by laying out and describing the three levels of readiness 
(system-level, organisational, and participant) and then explore how certain innovation 
factors (related to values, needs, and knowledge) influence conditions of readiness 
across these levels. We then zoom in on each of the levels individually and explain 
some of the key factors of readiness that were emphasised throughout our interviews 
as bearing significance for the regulatory capacity to confront the challenges posed 
by emerging AI technologies. Finally, we summarise our main findings about which 
components of system-level, organisational, and participant readiness should play a 
role in tackling the challenges and capitalising on the opportunities that AI presents to 
regulators. 

4.1. Three levels of readiness for AI technology and technology policy 
innovation

To understand the conditions of readiness for AI that regulators need to attain, it is 
first necessary to build out an analytical frame that appropriately separates elements 
of preparedness according to where and how they are realised. One can speak about 
readiness in terms of three distinctive levels:

1.	 The readiness of individual people — namely, the motivational, attitudinal, and 
psychological antecedents of the successful adoption of new technologies or 
technology policy innovations. At this participant level, readiness involves the 
attitudes, perceptions, cognitive abilities, skills, and investments that enable 
individuals to embrace and integrate AI innovation and AI-prompted policy change.

2.	 The readiness of organisations — namely, the institutional, cultural, and policy-
level antecedents of the successful adoption of new technologies or technology 
policy innovations by organisations and institutions. At this organisational 
level, readiness involves the way that the institutional culture, the availability of 
resources, and the environment of policies, procedures, and collective learning 

62 Metz and Albers, 2014; Ghate, 2016.
63 For helpful surveys: Tabak et al., 2012; Nilsen, 2015; Leeman et al., 2015; Strifler et al., 2018.
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facilitates the uptake of AI innovation and AI-prompted policy change.

3.	 The readiness of wider systems — namely, the socio-economic, political, and 
interorganisational circumstances and the general legal, regulatory, and policy 
surroundings that operate as preconditions of the successful adoption of new 
technologies or technology policy innovations among organisations and wider 
social institutions. At the system-level, readiness involves the way that structural 
factors such as educational infrastructure and mechanisms of inter-organisational 
cooperation and multi-stakeholder coordination allow organisations and people 
to adopt and integrate AI innovation and AI-prompted policy change. 

Although these three levels represent unique layers of human action, collective 
organisation, and social structure respectively, the boundaries between them are 
porous, and dynamics of readiness often cut across such layers. For instance, one 
crucial quality of readiness, leadership, does not find a root or home at any one level. 
Rather, each of the three levels have a direct bearing on leadership characteristics. At 
the individual or participant level, leadership becomes possible only when cognitive 
abilities, sense-making capacity, and positive attitudes towards change are cultivated in 
the individual agents that take on leadership roles; at the organisational level, leadership 
involves the part that people with decision-making authority play in creating cultural 
conditions within organisations that are amenable to the adoption of innovation or 
policy change; at the system-level, policy owners with a wider remit exercise readiness-
supporting leadership when they actively promote institutional enablers of innovation 
adoption in cross-governmental or inter-organisational spheres.

Acknowledging the complex and interconnected relationship between these levels is 
important when considering how to build regulatory capacity in AI. This is because the 
enablers of the effective integration of AI technology and technology policy into the reg-
ulatory environment have an interlocking character. The readiness of individual partic-
ipants is entangled with the organisational and system-level conditions that foster the 
successful adoption of new technologies and technology policy innovations. For this 
reason, effective recommendations about building readiness capacity cannot treat any 
of these aspects in isolation — but must instead endeavour to grasp their relations-of-fit 
and interdependencies. Likewise, in considering any set of recommendations for ca-
pacity building as a whole, we must consider the relationships of individual parts and 
ensure that proposals at the level of participant readiness support and are supported by 
proposals about system-level or organisational readiness, and vice versa. 

4.2. Cross-cutting innovation factors 

Before describing the key components of participant, organisational, and system-
level readiness that emerged in this research, we should briefly examine some cross-
cutting innovation factors that bear upon the successful adoption of AI technologies 
and policy change in the regulatory sphere. Regulators face a particularly difficult 
challenge in having to rapidly adapt to and integrate the fleet-footed development of 
new AI applications. They must figure out, often in real-time, how prevailing regulatory 
approaches to law, policy, and enforcement line up both with unprecedented use cases 
and with the multiple emerging standards, guidelines, and best-practices protocols 
that attend this accelerating impetus to AI innovation. The weight that many regulators 
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reasonably give to existing norms of regulatory practice, enduring regulatory cultures, 
and administrative stability is put under pressure by the momentum of innovation and 
technological change.

One overriding question about regulatory readiness that emerges in this connection is: 
How do regulators transform patterns of institutional inertia or change resistance, so 
that they can keep pace with the growing set of challenges and opportunities posed by 
the emerging tidal wave of AI innovation? 

A direct, but demanding, answer to this question is that regulatory bodies (both large 
and small, both vertical and horizontal) should undertake an institutional and cultural 
transformation, where passive and reactive attitudes towards AI innovation are 
converted into proactive and dynamic approaches to it. Instead of responding on the 
back foot, regulatory bodies should endeavour to embrace and seize upon the state-of-
the-art for themselves and upskill and increase their capacity to regulate AI in ways that 
then incorporate new modalities of innovation into durable regulatory cultures, norms of 
practice, and administrative stability.

The successful pursuit of such a transformation of regulatory attitudes, culture, 
and practice will hinge on three cross-cutting innovation factors that underwrite the 
development and sustainment of readiness in individuals, organisations, and systems. 
These factors have to do with how the values, needs, and knowledge of regulators 
align with the AI technologies and policy changes that disrupt their conventional modes 
of working:

Innovation-values-fit. The successful uptake of disruptive innovation and policy 
change is affected by the degree to which their characteristics align with the values, 
beliefs, purposes, and missions of the innovation producers, users, and individuals 
affected by their implementation.64 In the regulatory context, this means that regulators 
must make efforts to develop and strengthen those values, beliefs, and purposes 
within their regulatory missions that can underwrite a pro-innovation stance on AI 
adoption and an openness to the accompanying changes in policies and practices. 
For instance, in Ofcom’s recently published Plan of Work for 2021/22, the regulator’s 
mission to “make communications work for everyone” is restated as an anchoring 
principle that then supports a shift in values and purposes towards technological agility 
and openness to change: “High-quality, reliable communications services have never 
mattered more to people’s lives. But as consumers shift their habits increasingly online, 
our communications sectors are transforming fast. It is an exciting moment for our 
industries and for Ofcom as a regulator - it requires long-term focus alongside speed 
and agility in response to change.”65 

Innovation-needs fit. The successful uptake of disruptive innovation and policy change 
is affected by the degree to which their characteristics align with the administrative 
and practice needs of users and the service needs of individuals affected by their 
implementation.66 In the regulatory context, this means that regulators must develop 
their technical capacity in both regulating AI and deploying AI for Regulation from a 
user-centred and user-needs-based perspective. 

64 Klein and Sora, 1996; Glisson and Schoenwald, 2005; Aarons, 2011.
65 Ofcom, 2021b.
66 Klein and Sora, 1996; Aarons, 2011; Moullin, 2019.
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Innovation-knowledge fit. The successful uptake of disruptive innovation and policy 
change is affected by the degree to which their characteristics align with users’ cognitive 
needs, adaptability, skills levels, and capabilities; with organisations’ commitments 
to training and development; and with the cognitive participation, sense-making, and 
informed acceptance of users and individuals affected by their implementation.67 In 
the regulatory context, this means that regulators must make efforts to upskill their 
workforce from tip to toe of their organisations and from the bottom up. Such 
comprehensive upskilling efforts should involve professional development and training 
to expand technical knowledge, but they should also involve a socio-technical and 
ethics component whereby an awareness of the social, moral, and policy stakes of the 
design, development, and deployment of AI systems is integrated into regulatory sense-
making as well as into the cognitive participation of staff across all levels of seniority 
and operational domains. The prospect of shared capacity building mechanisms has 
a paramount role to play in building this innovation-knowledge fit across regulators 
inasmuch as a shared facility for knowledge expansion and collective cognitive 
enhancement among regulators would operate as a force multiplier of readiness. 

4.3. Main interview findings on participant, organisational, and system-
level readiness

Throughout the interviews we conducted, participants from small, medium, and large 
regulators alike emphasised the importance of building participant, organisational, and 
system-level readiness into regulatory practices. They often stressed that some of the 
more intractable existing gaps in regulatory capacity to tackle the challenges posed 
by AI innovation were rooted in a poor fit between the new demands that this sort of 
innovation is placing on their organisations and the values, needs, and knowledge that 
currently characterise them. 

A useful way to organise this interview-based input on readiness is to zero in on the 
specific levels of readiness (participant, organisational, and system-level) introduced in 
Section 4.1 and employ them as filters to better classify and analyse the key determinants 
of preparedness on individual, collective, and structural planes. This makes it possible 
to formulate recommendations in a more granular way, though also with an appropriate 
awareness of the interconnectedness of levels of readiness, in the aggregate.

As noted above, the analytical categories of participant, organisational, and system-
level readiness that we present here are derived from an extensive literature review of 
research in implementation science, organisational theory, social psychology, and other 
related social sciences. Our tack in presenting the results of our interviews (as regards 
questions of readiness) through the lens of this body of research is, at once, to extend 
the latter into the regulatory sphere but also to draw on these adjacent knowledges of 
effective technology and policy implementation to sharpen our insights into future paths 
and prospects for capacity building. 

Across the interviews we conducted, participants displayed a keen awareness of the 
need to bridge the divide between (1) the current state of play in an inter-regulator 
environment widely characterised by institutional siloing and organisational resistance 

67 Zahra and George, 2002; Murray et al., 2010; Proctor et al., 2011; Finch et al. 2013.
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to change and (2) the increasing pressure to rapidly ramp up readiness across regulatory 
bodies through inter-organisational cooperation, visionary leadership, partnership 
building, and collective learning and skills development. 

In summary form, these interviews revealed concerns that spanned all the analytical 
categories of readiness presented above:

•	 Interviewees from small, medium, and large regulatory bodies consistently 
identified readiness gaps across all three levels of readiness (system, 
organisational, and participant). Resource gaps, an absence of adequate 
mechanisms for partnership-building and inter-organisational cooperation, a lack 
of sufficient skills, expertise and technical facilities, change-resistant norms of 
practice and leadership, and motivational deficits across organisations were all 
emphasised as creating barriers to readiness.

•	 Perceptions of a lack of organisational readiness figured most prominently 
throughout the interviews. Many of the expressed concerns focused on the 
cultural components of absorptive capacity, change readiness, and receptive 
context, but several interviewees emphasised more concrete issues like lack of 
resources and organisational support, as well as a scarcity of buy-in from senior 
leadership.

•	 Gaps in system-level and organisational leadership at the senior level were 
also widely emphasised. Interviewees identified a connection between deficien-
cies at the organisational level (in needed resources, support, skills, and cultural 
components of readiness) and an absence of strong senior leadership both within 
regulatory bodies and within relevant governmental departments with cross-regu-
lator remits. This signalled an interesting intersection of readiness transformation 
needs across participant, organisational, and system levels: individuals in leader-
ship roles were seen to require technical and sociotechnical upskilling to bolster 
their cognitive participation and to cultivate pro-innovation attitudes and change 
readiness. In turn, this was viewed as a precondition of appropriate resource allo-
cation and the stewardship of cultural transformation at the organisational level as 
well as proper and sustainable external support and inter-organisational collabo-
ration at the system level.

•	 Interviewees stressed the need for developing strong mechanisms for in-
ter-organisational cooperation and partnership building in the ends of col-
lective learning, resource pooling, and sharing expertise, training, and skills 
development. Interview participants stressed the connection between readiness 
and the kinds of interorganisational cooperation and partnership building. On the 
inter-organisational plane, interviewees underlined the desiderata of co-cultivat-
ing (1) shared understandings, vocabularies, best practice protocols, and com-
mon knowledge to enable accelerated collective learning, (2) shared training and 
skills development programmes across regulatory bodies from senior level down, 
(3) shared expertise and advice to supplement in-house capacity, (4) shared tools 
and data science capability that could be made accessible to all regulators, and 
(5) cross-regulator career development opportunities and secondment regimes 
to battle tendencies of institutional siloing. A need to build infrastructures for in-
terorganisational capacity building, sharing, and collaboration was also seen to 
accompany this demand for cross-regulator cooperation.  
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Table 5 presents the main aspects of readiness that interviewees emphasised along 
with a representative quote from individual interviews.

Table 5: Aspects of Readiness Emphasised in Interviews

68 Mendel et al., 2008; Aarons et al., 2014.
69 Becan et al., 2018.
70 Akerlund, 2000; Mancini and Marek, 2004; Moullin et al., 2019.

Readiness 
Level

Readiness 
Category Aspect of Readiness Illustrative Quotation 
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Partnership 
building

The success of a technology 
or technology policy 
innovation will be affected 
by the degree to which 
meaningful partnerships can 
be formed and cultivated 
between organisations, 
community groups, and 
affected individuals, so that 
the innovation is cooperatively 
shaped and collectively 
monitored for quality.68

“Although we’ve invested a 
significant amount… it’s still not 
in the orders of magnitude that 
you might expect, that colleagues 
in Ofcom or CMA might have, my 
thinking was well, what we need 
is an essential core unit where 
we can really leverage the joint 
capacities and knowledge and 
skills that others might have, and 
if there are groups… who are 
established and have access to 
what we need, [there should be] an 
effective way to work together and 
leverage that while maintaining 
our regulatory independence.” 

(Large regulator)

Inter-
organisational 
cooperation

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which meaningful and 
continuous collaborations 
are undertaken between 
relevant organisations. 
These collaborations need 
to be recursively interactive: 
there should be a reciprocal 
responsiveness to feedback 
and input between actors, 
which enables organisational 
learning.69

“I would say, certainly learning 
from other regulators would be 
at the top of the list, to try and 
understand, you know, how they’re 
dealing with this and how they’re 
incorporating AI tools into their 
regulatory work.”

(Small regulator)

System-level 
leadership 
competence

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which leadership at all levels 
establishes affirmative goals as 
well as actively supports and 
promotes the innovation.70

“I think you need that sort of 
mentor or some way you can 
reach… for support outside of the 
organisation so as we found with 
the accelerator program, actually 
we didn’t have that.” 

(Medium-sized regulator)
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Readiness 
Level

Readiness 
Category Aspect of Readiness Illustrative Quotation 
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External 
support 
and fidelity 
monitoring

The success of a technology or 
technology policy innovation 
will be affected by the 
degree to which external 
support, beyond training 
and education provided by 
intervention developers, is 
available for users. Initial 
training and internal oversight 
by organisations are often 
not sufficient to guarantee 
implementation fidelity and 
sustainability.71

“If there was some kind of 
government scheme or an 
overarching government software 
development team that said ‘Oh, 
you need a data science team 
you’re going to need X, Y, and Z 
tools we can have them set up for 
you, here is a training schedule 
and here is your on-site IT experts 
or your onsite software or your 
onsite database developer or your 
onsite architects…’ You know we 
don’t have a solutions architect. 
We don’t have a software 
engineer. We have none of that, 
so we’re having to build that start 
from scratch, and given that this is 
something completely new for us 
there’s lots of convincing that we 
need for this before we can get it.” 

(Medium-sized regulator)
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Absorptive 
capacity

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which an organisation is able to 
build upon a strong knowledge 
and skills base and assimilate 
new knowledge into existing 
practices and capabilities. 
This is often supported by 
established mechanisms for 
sharing and disseminating 
knowledge throughout the 
organisation.72 Challenges to 
absorptive capacity are posed 
by excessive workloads, high 
levels of variation between 
workers in their training and 
educational background, and 
non-specialised roles that 
demand completion of multiple 
tasks. 73

Internally we’ve been trying to 
upskill ourselves already to meet 
the needs of those who are writing 
the new regulatory codes—those 
that are inspecting the accounts—
and so we can audit the codes and 
the output of the technology that’s 
being used well. And that’s proving 
challenging because that’s not 
knowledge that the [organisation] 
has previously had.” 

(Medium-sized regulator)

71 Sabalauskas et al., 2014; Powell, 2019.
72 Damanpour, 1991; Ferlie and Shortell, 2001; Grol et al., 2007; Aarons et al., 2011. 
73 Yoo et al., 2007; Ebert et al., 2012; Gleacher et al., 2011; Lang et al., 2015; Nadeem and Ringle 2016; Wenocur et al. 
2016; Powell, 2019.

Table 5: Aspects of Readiness Emphasised in Interviews (cont.)
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Readiness 
Level
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Category Aspect of Readiness Illustrative Quotation 
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Change 
readiness

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which an organisation’s 
members share confidence 
in their efficacy to implement 
change, value change as 
important and beneficial, reject 
institutional inertia, and share 
a resolve to initiate, persist, 
and cooperate in carrying out 
innovation.74

“The biggest challenge is having 
an organisation that wants to get 
[AI] into their hands and use it and 
engage with it and circumnavigate 
old ways of doing things or the 
processes that probably are really 
painful and very manual and very 
time consuming, but they have 
always been done that way so 
there’s a degree of comfort and 
familiarity, confidence, security 
that comes from doing it that way.”

(Large regulator)

Receptive 
context

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which the norms and shared 
expectations of an organisation 
create conditions of openness 
to change and lower the 
burdens of compliance 
and opposing demands. A 
receptive context is enabled in 
organisational environments 
that encourage ingenuity, 
demonstrate tolerance to novel 
or unconventional ideas, and 
accept conceptual risk-taking.75

“The business area just couldn’t 
cope with [our AI web scraping 
tool], they just couldn’t compute 
[the new scale and speed of the 
innovation]. [They would say] ‘even 
though you can tell us in a matter 
of minutes how many websites 
are not displaying their license 
number, we’re not set up [for that], 
if you tell us 200 we’re not really 
set up to do anything about that… 
it doesn’t really compute in the 
business processes.’ So that didn’t 
really go anywhere.”

(Medium-sized regulator)

Organisation-
level 
leadership

The success of a technology or 
technology policy innovation 
will be affected by the 
degree to which members in 
leadership positions steward 
a cultural environment that 
is amenable to innovation 
adoption and take ownership 
over end-to-end best practices 
and responsible innovation.76

“The appointment of a chief 
data intelligence and innovation 
officer at the top of the shop is 
so important because you get 
someone at that senior level who 
can critique, challenge, and bring 
that level of insight and acuity that 
I think is needed in those senior 
level conversations.” 

(Large regulator)

74 Weiner, 2009; Gleacher et al., 2011; Aarons et al., 2011.
75 Ash, 1997; Aarons, 2011.
76 Edmondson, 2004; Aarons, 2011.

Table 5: Aspects of Readiness Emphasised in Interviews (cont.)
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Level
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Category Aspect of Readiness Illustrative Quotation 
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Innovation 
appropriate 
resource 
availability

The success of a technology 
or technology policy 
innovation will be affected 
by the degree to which an 
organisation’s resource 
availability is sufficient for the 
development, implementation, 
and sustainability demands 
of the specific innovation they 
are producing and deploying. 
Resource shortage may cause 
a deterioration of service 
quality and a reduction in 
availability, which then leads 
to decreased service initiation 
and completion.77

“Just as a regulator we’ve got 
massive budgetary issues at the 
moment… and then internal skills, 
I suppose, as a follow on from 
that. But, if we have the funding, 
we could buy in and develop the 
internal skills, but [that and a 
lack of commitment from senior 
leaders are] the key blockers.” 

(Medium-sized regulator)
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Positive 
attitudes 
about 
innovation 
and change 
readiness

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which participants have 
pro-innovation attitudes and 
a strong belief in the role that 
an innovation intervention 
will play in bringing about 
a needed change. Buy-in 
about the transformative 
utility of an innovation from 
implementers leads to more 
consistent decisions to adopt 
the innovation and undergo 
training in preparation for its 
use.78

“[Having] confidence… is a space 
[regulators] felt like they really 
struggled. There was a degree 
of risk aversion and in terms of 
both the financial and reputational 
risks [related to] the ways in 
which technology projects can go 
wrong, so there is definitely some 
capability building to be done to 
get regulators to a place where 
they are confident that they can 
adopt AI powered solutions...”

(Large regulator)

Cognitive 
participation 
and 
intervention 
coherence

Success of an innovation 
intervention will be affected by 
the degree to which relevant 
participants are able to justify 
and to see the legitimacy of 
an innovation intervention. 
When participants grasp that 
an innovation is a good idea, 
they are more likely to invest it 
with commitment. Success will 
also be affected by the degree 
to which the implementation of 
the innovation makes sense to 
its users, who are then able to 
invest it with meaning.79

“You know, it is really taking 
people on… a journey of ‘this is the 
thing, and this is the value, I think 
I will get from it, and I can see the 
value in my hands, I can see how 
it’s making my job different.’ And, 
there are going to be points which 
feel very unfamiliar and quite 
scary, and there’s a language and 
culture around AI and machine 
learning that might for me feel 
quite impenetrable. But let’s start 
to drop those barriers to help 
people get the tooling into the 
hands and use them.”

(Large regulator)

77 Weiner, 2009; Murray et al., 2013, Wenocur et al., 2016; Powell, 2019.
78 Nadeem et al., 2011; Murray et al. 2014; Sigel et al., 2013; Powell et al., 2019.
79 May, 2006; May et al. 2007; May and Finch, 2009; Murray et al., 2010; Finch et al., 2013.

Table 5: Aspects of Readiness Emphasised in Interviews (cont.)
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4.4. Readiness self-assessment tool

Throughout our interviews, it was clear that participants did not have an existing 
framework to think about the important issues of readiness that were raised in 
discussions. Motivated by this finding and the desire to facilitate further structured 
reflection on the topic of readiness, we developed the readiness self-assessment tool 
described in Section 1.3.3.

The tool was developed to facilitate reflection on regulatory readiness at the 
organisational and participant level. Therefore, it was developed principally around 
dimensions of organisational and participant readiness (as set out in Table 5 above). 
However, two elements of system-level readiness which are within the realm of influence 
of organisational actors are included within the self-assessment tool: Partnership 
Building and Inter-Organisational Cooperation.

The questions included in the self-assessment questionnaire reflect each of the 
headings within the summary of readiness table above (Table 5). The final dimension — 
Cognitive Participation and Intervention Coherence — was expanded to focus on key 
elements of salience identified through interviews: Training and Skills Development, 
Knowledge of State-of-the-Art, and Capacity for Gap Understanding.

The tool was piloted with the organisations represented in our interviews. Each 
organisation was asked to complete the self-assessment and provide feedback on the 
experience of doing so. 

Responses were received from 7 organisations representing a range of sectors and 
sizes, as illustrated in Table 6. While the small sample precludes statistical claims or 
generalisations from the findings of this exercise, the outputs from this pilot phase of 
the self-assessment tool, in conjunction with the finding of our interviews, provide some 
insights into the self-reported readiness of regulators.

Table 6: Overview of Organisations Represented in Piloting the Readiness Self-
Assessment Tool

Sector
Size of organisation

Large Medium Small

Horizontal (cross-sector) 1 1

Communications

Finance 

Health 1

Legal and professional services 1 1

Miscellaneous 2
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As illustrated in Figure 1, a range of responses was elicited through the piloting of the 
readiness self-assessment tool. In most areas, average responses were “3” or below, 
with “3” representing the mid-range response: “somewhat confident.” This points 
to overall low levels of self-reported readiness across each of the indices. There 
were particularly low levels of confidence expressed in relation to Training and Skills 
Development; this was also an area in which responses were most consistent across 
the organisations included. The results resonate with the interview findings, where 
regulators frequently spoke about the need for greater training and skills development 
to build and enhance capacities (discussed further in Section 6.5). Importantly, training 
and skills development relates to both technical and non-technical dimensions of AI and 
encompasses technical, ethical, policy, and governance dimensions.

The second lowest average response relates to Absorptive Capacity, which 
encompasses organisational ability to draw upon a strong knowledge and skills base 
about AI, to use and assimilate new knowledge related to AI into existing practices 
and capabilities, and to have accessible and established mechanisms for sharing and 
disseminating knowledge about AI throughout the organisation.

Similarly, low average responses were found in relation to Knowledge of the State-of-
the-Art. This dimension included questions relating to organisations’ access to expertise 
and knowledge to scrutinise adequately and appropriately uses of AI and claims made 
about regulatory compliance, and to develop and deploy innovative AI regulatory tools.

The highest average responses related to Capacity for Gap Understanding. This relates 
to organisations’ existing internal processes to map and understand the risks posed by 
AI, identify regulatory gaps, and map regulatory options for addressing these gaps. 
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 Average     Avg - StDev     Avg + StDev

1 2 3 4 5

Key for “Level of Confidence:”

5 = Completely confident; 4 = Fairly confident; 3 = Somewhat confident;  
2 = Not very confident; 1 = Not confident at all.

Level of Confidence

Partnership Building

Inter-organisational Cooperation

Absorptive Capacity

Change Readiness

Organisational-level Leadership

Receptivity to Change

Resource Availability

Participant Attitudes

Training and Skills Development

Knowledge of the State-of-the-Art

Capacity for Gap Understanding

Figure 1: Summary of Organisations’ Responses to the Readiness Self-Assessment 
Tool
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While the responses provided by the organisations who piloted the self-assessment 
tool are not intended to make generalisations about regulatory readiness, the feedback 
received from the organisations indicates the value of this tool. Organisations who 
engaged with the self-assessment tool consistently reported that they found this to be 
a valuable mechanism through which to facilitate discussions across teams regarding 
current organisational capacities and needs with regards AI. Some respondents 
reported that the process of completing the self-assessment tool led to nuanced 
discussions which are not fully represented in the quantitative outputs, but which added 
considerable value to the teams in facilitating reflection and enabling them to identify 
their own strengths and weaknesses as well as different perspectives and experiences 
within the organisation.

Going forward, we envisage this tool being a valuable device to facilitate and inform 
reflections on regulatory readiness at the participant, organisational, and system-level. 
Our interviews highlighted the need for developing common understandings of the 
challenges and opportunities presented by AI and shared approaches to addressing 
these. Organisational reflection on existing levels of readiness and identification of gaps 
will be vital to underpin effective approaches to developing readiness at the participant, 
organisational, and system-level. 
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Recent years have brought a steady increase in international attention directed at the 
role of regulation in ensuring ethical and trustworthy AI practices.80 However, much of 
the discussions in this regard have centred on the extent to which AI should be regulated 
(e.g. through soft or hard law), and there has been comparatively less attention directed at 
the practical mechanisms and challenges regulators face in this context.81 Our research 
addresses this gap by engaging directly with regulators’ experiences with the Regulation 
of AI.

In Section 4, we observed some of the ways in which regulators felt that they needed 
to build capacity to achieve greater readiness levels. In this section, we will explore the 
specific capacity needs that regulators highlighted when discussing how to regulate 
the use of AI. Specifically, we elaborate on the capacity needed to help regulators 
develop shared vocabulary (5.2), map and understand the risk posed by AI (5.3), identify 
regulatory gaps (5.4), map regulatory options and identify the most effective ways of 
addressing regulatory gaps (5.5), and anticipate and adapt to future risks and the speed 
of technological change (5.6). 

The view that develops here is that regulatory capacity is not merely needed to mitigate 
the externalities and potential harms of improperly governed AI technologies. Instead, 
it can serve as an enabler of the kind of responsible and pathbreaking AI innovation 
for which the UK is already widely known. Regulatory capacity could bolster the UK’s 
position as a thought leader and pacesetter in responsible AI innovation, but also in the 
global conversation on AI standards, ethics, and governance.

Section at a glance:

•	 Sets out current challenges faced by regulators in regulating uses of AI;

•	 Discusses the importance of capacity building to identify and address risks 
of AI; 

•	 Sets out the role of capacity building to increase the clarity, consistency, 
and effectiveness of regulatory approaches.

5. Capacity building for readiness: 
Regulation of AI

80 Key developments include the OECD (2019) adoption of Principles on Artificial Intelligence which suggested that 
internationally there was a need for harmonised regulations relating to AI, the G20 Ministerial Statement on Trade and 
Digital Economy (G20 2019), the European Commission’s High Level Expert Group (HLEG) (European Commission 
2019) ethics guidelines setting out requirements that AI systems, and more recently, the European Commission (2021) 
proposals for harmonised regulation of AI in Europe.
81 Armstrong et al 2019.
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5.1. The importance of issues that cut across traditional regulatory 
remits

AI presents challenges for regulators due to the diversity and scale of its applications. 
Simultaneously, it highlights the limitations of the sector-specific expertise built up 
within vertical regulatory bodies. Capacity building, therefore, must provide a means 
to navigate through this complexity and move beyond sector-specific views of 
regulation.

Interviewees in our research often spoke of the challenges of regulating uses of AI 
technologies which cut across regulatory remits. Some also emphasised that regulators 
must collaborate to ensure consistent or complementary approaches. This reflects 
Nesta’s recommendation for greater collaboration among regulators to underpin new 
approaches to “anticipatory regulation.”82

Additionally, there are instances where firms are developing or deploying AI in ways 
that cut across traditional sectoral boundaries. Interviewees noted that this can lead to 
concerns around appropriate regulatory responses. 

It is vital that regulators address questions concerning the Regulation of AI in order 
to prevent AI-related harms, and simultaneously to achieve the regulatory certainty 
needed to underpin consumer confidence and wider public trust. This will be essential 
to promote and enable innovation and uptake of AI, as set out in the UK’s National AI 
Strategy: 

“Effective, pro-innovation governance of AI means that (i) the UK has a clear, 
proportionate and effective framework for regulating AI that supports innovation 
while addressing actual risks and harms, (ii) UK regulators have the flexibility and 
capabilities to respond effectively to the challenges of AI, and (iii) organisations 
can confidently innovate and adopt AI technologies with the right tools and 
infrastructure to address AI risks and harms.”83 

While interest in the Regulation of AI is shared across regulatory bodies of different sizes 
and sectoral remits, there are significant differences in how advanced regulatory bodies 
are in their work in this area. While some organisations are actively working on firmly 
established projects relating to AI and regulation (for example, through horizon scan-
ning activities or producing reports and guidance on AI), others consider the Regulation 
of AI as an emerging area of interest. This difference is particularly pronounced when 
comparing regulators of different sizes. While interviewees at larger regulators typi-
cally pointed to particular departments or teams within their organisations who were  
developing thinking and approaches relating to the Regulation of AI, interviewees at 
smaller or medium-sized regulators typically described AI as an area where work is at a 
nascent stage.

82 Armstrong et al 2019.
83 Office for AI, 2021: 50.
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5.2. Developing a shared vocabulary across regulators

An effective regulatory regime requires consistency and certainty across the regulatory 
landscape. This gives regulated entities the confidence needed to pursue the 
development and adoption of AI while also encouraging them to incorporate norms of 
responsible innovation into their practices.

Conversely, discrepancies in messaging around the Regulation of AI risk lowering 
industries’ confidence insofar as such deficits in communication create doubts around 
compliance, controls, and process management. Regulatory certainty about the 
governance of AI is needed both within and across sectors to enable an environment in 
which the full benefits of AI technologies can be realised.

Currently, there is no single definition of AI to form the basis of regulation.84 Therefore, 
there will be value in developing conceptual clarity and common language around 
AI. A lack of lucidity in this regard may lead to uncertainty or inconsistency and 
can negatively impact stakeholders’ confidence to develop or deploy innovative AI 
technologies. 

This was a common observation in interviews, with many interviewees noting the need 
to develop common language and shared understandings around AI. An interviewee at 
a large regulator noted common language is needed to ensure consistency even where 
regulators’ responsibilities and remits vary:

“Although there are obviously differences between different regulators in terms 
of scope and remit, there must be some common requirement for non-specialists 
to understand [AI], to get people speaking the same language if nothing else, 
because that’s one of the major problems at the moment, people are talking about 
the same thing but in different ways.” 
(Director, large regulator)

A common language can likewise expose the gaps in knowledge and regulatory 
understanding in specific regulatory bodies, and do this in a way that then draws on the 
experience and knowledge of other regulatory bodies to plug such gaps. This has also 
been identified by the Ada Lovelace Institute, AI Now Institute, and Open Government 
Partnership in their joint report on Algorithmic Accountability, where they noted the 
importance of establishing shared terminology across government departments.85

5.3. Mapping and understanding the risks posed by AI

In developing appropriate and effective regulatory responses, there is a need to fully 
understand and anticipate risks posed by current and potential future applications of 
AI. This is particularly challenging given that uses of AI often reach across traditional 
regulatory boundaries. 

84 Buiten, 2019. 
85 Ada Lovelace Institute, AI Now Institute & Open Government Partnership, 2021.
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86 CMA, 2021.
87 Black and Murray, 2019: 14.

AI systems are increasingly being used by organisations of all sizes and in all sectors. 
This ranges from major tech firms such as Google or Facebook to small businesses that 
buy machine learning tools developed by third parties (e.g. sold via Amazon Web Service 
Marketplace).86 One interviewee at a large regulator stated that this can pose particular 
challenges for regulators who need to develop dynamic approaches to engage with 
firms of all sizes:

“I think that… we are regulating into an environment that is very complex,  
[it ranges] from one man bands trading on the high street all the way through 
to global firms. How the AI is even conceived of in some of those entities varies 
enormously, and so I think that does pose a particular set of challenges, there’s 
not going to be a one size fits all.” 
(Technology specialist, large regulator)

Having a comprehensive and consistent view of the ways in which AI technologies 
are being deployed is beyond the scope of any single regulatory body. While individual 
regulators have specific expertise relating to their particular remits and sectors, they 
may not be well-equipped to anticipate and identify the various risks of AI technologies, 
as these cut across traditional sectoral boundaries. Considering the risks posed by 
AI applications solely within particular sectors may lead to gaps in understanding. 
Moreover, there is a risk that this can enable AI to be developed or deployed “on the 
edges of existing regulatory perimeters” or even to fall through gaps in regulation 
entirely.87 Currently risks and potential or actual harms are all-too-often characterised 
as unique, individual risks. This overlooks the system-wide and structural nature of risks 
posed by AI innovation. A more systemic and synoptic view of risks posed by AI 
requires thinking across regulatory boundaries and remits.

Interviewees in our research consistently emphasised their common interests with other 
regulators and noted that they were likely to face common challenges with organisations 
that operate across different sectors. These common interests and challenges relate to 
AI’s technical and socio-technical aspects. For example, some interviewees described 
challenges of needing to develop in-house expertise in order to be able to scrutinise 
the range of AI uses, while others discussed challenges around establishing ethical 
standards or defining expectations around the explainability or transparency of AI. 
Given that these challenges were recognised as being faced by regulators across all 
sectors, interviewees typically noted that there is considerable value in collaboration to 
address the common problems through joint approaches.

From the interviews, it was evident that there is considerable commonality among 
regulators with regard to the risks they perceive as emerging from the production and 
use of AI systems. A particular area of concern expressed across the interviews related 
to transparency and explainability, and the extent to which regulators are adequately 
equipped to scrutinise AI (particularly uses of machine learning). This highlights the 
importance of regulators having access to state-of-the-art knowledge in order to be 
able to monitor and scrutinise claims made about the design, deployment, and operation 
of AI technologies or systems. 

As such, while there may be some sector-specific risks, there is a clear need to identify 
and address cross-sectoral risks and knowledge gaps through horizontal approaches. 
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5.4. A collaborative approach to identify regulatory gaps

Our interviewees highlighted the importance of collaboration between regulators to 
identify current and future gaps in regulation and regulatory practices. These gaps may 
relate to:

•	 Law and rules (areas not covered in existing legislation);

•	 Prioritisation (gaps arising from differences between individual regulators’ policy 
objectives and available resources) and execution (gaps due to siloed approaches 
to regulatory practices and enforcement).

Risks posed by AI systems can cut across the remits of different regulators or can be 
addressed by tools at the disposal of more than one regulator (e.g. data protection and 
competition policy). Collaboration is thus crucial for an informed and comprehensive 
understanding of current regulatory gaps in relation to AI, be it in terms of policy, 
engagement, or enforcement.

5.4.1. Gaps in law and rules

As innovation is bringing ever new AI capabilities, and AI technologies are being deployed 
in an increasingly diverse range of products and services, there is a need to review 
existing law and rules to ensure that these remain fit for purpose and can address the 
risks associated with new AI technologies. As has been suggested by by the Institute for 
the Future of Work (2020), this may demand “a review of existing laws and governance 
structures, to make sure that they address and advance these underlying purposes in a 
changing world, rather than straining existing laws and regulatory structures to ‘fit’ new 
technologies.”88

During our interviews, interviewees pointed to particular pieces of legislation which 
were considered to be out of date, for example:

“The Consumer Protection Act was I think last updated in like 1987 and around 
liability […], but that is out of date, and that needs updating not specifically 
necessarily for AI but for […] new things like connected devices, and the kind of the 
new focus on this is the software, the device, rather than the kind of mechanical, 
physical features of it.” 
(Technical specialist, medium-sized regulator)

As the pace of innovation continues to accelerate, there remains a need to continuously 
review and monitor the scope and relevance of existing law and rules in relation to new 
AI technologies and the changing ways in which they are deployed.

Given that different regulators have sector-specific knowledge of legislation, there is 
value in cross-regulator discussions and collaborative exploration to identify gaps in law 
and rules across sectors. 

88 IFOW, 2020: 7.
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5.4.2. Gaps in prioritisation and execution

As different regulatory bodies follow different priorities, there is a risk that particular uses 
of AI may fall through gaps in regulation,89 or that specific risks of AI will not be “owned” 
by any particular regulatory body. Therefore, greater collaboration among regulators 
is needed to ensure consistent and adequate regulatory action and intervention. This 
may require taking a decentred view of regulation to look beyond individual regulatory 
bodies and to “emphasise instead the multitude of actors which constitute a regulatory 
regime or regulatory network in a particular domain, and the interactions within and 
between them.”90

Several interviewees noted that there might be gaps or inconsistencies in regulatory 
approaches due to the siloed nature of the regulatory landscape. This was viewed as 
leading to missed opportunities to learn from the experiences and insights of other 
regulators. Such a siloing dynamic also meant that many interviewees did not feel 
confident that they knew what other regulatory bodies were doing in relation to AI. 

Moreover, there was said to be friction, at times, between the remits and activities 
of different regulators. An interviewee at a large horizontal regulator stressed that 
addressing these areas of friction will require regulators to collaborate more:

“It’s hard to know how to balance that friction, and I don’t think there’s anything 
inherently contradictory in the remits of the regulators, but there needs to be 
further conversation to get us [on a] line that is consistent with both approaches.”
(Policy role, large regulator)

Additionally, as firms are operating across sectoral boundaries or providing services 
(e.g. web hosting or data processing) that underpin services within diverse sectors, 
there is an growing risk of duplication of effort among regulators. This is particularly 
important in relation to the large tech firms, with which regulators across all sectors 
increasingly need to engage. As Nesta has contended, “coordinated national and 
supranational initiatives are becoming more important” in relation to the regulation of 
large tech firms.91

Interviewees shared concerns around the Regulation of AI due to the increasing power 
of large tech firms. For example, one interviewee from a large regulator stated:

“I think we’ve kind of agreed there is a need for new approaches to regulation. We 
are concerned that AI, the powerful use of AI, is in the hands of a relatively small 
number of large online firms. I mean they’re not the only people using it, but they 
are able to gain because of their market position, gain particular advantage with it.” 
(Policy role, large regulator)

89 ibid.
90 Black and Murray, 2019: 9.
91 Armstrong et al 2019: 17.
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5.5. Identifying the most efficient and effective ways of addressing 
regulatory gaps

Once gaps have been identified, regulators are faced with the need to scope out op-
tions and find the most efficient and effective ways of addressing regulatory gaps. 
The CMA note that several of the harms identified in their report on algorithmic harm 
overlap and may be tackled through a combination of approaches and legal tools, or 
in collaboration with other regulators.92 These include the Information Commissioner’s 
Office, Financial Conduct Authority, Ofcom, and the Equalities and Human Rights Com-
mission. Collaboration among regulatory bodies across sectors will be essential to iden-
tify appropriate and effective measures to address gaps in regulation.

Across our interviews, interviewees from regulators in various sectors noted organisa-
tional interest in scoping out potential new regulatory approaches. There were a num-
ber of drivers noted for this. One driver was the changing regulatory context following 
Brexit (as has also been noted by DCMS).93 Another significant driver was the novel uses 
of AI and the increasing diversity of products or services underpinned by AI technolo-
gies. Finally, there were additional concerns that AI technologies are being used in new 
sectors which are not covered by relevant legislation.

5.6. Anticipating and adapting to future risks and the speed of 
technological change

In identifying and addressing risks relating to AI, it is important to take an anticipatory 
approach in order to ensure that regulatory responses are fit for purpose not only in 
relation to current applications of AI, but also to future uses. This requires regulators 
to be agile in their approaches and to understand how state-of-the-art AI is being 
developed and used by firms. 

The required technical know-how and foresight can pose significant difficulties for 
regulatory bodies, particularly those who have not traditionally engaged with new 
and rapidly evolving technologies. The weight that many regulators reasonably give to 
existing norms of regulatory practice, enduring regulatory cultures, and administrative 
stability is being challenged by the momentum of AI innovation and technological 
change.

The need to stay ahead of the far-reaching societal risks effected by accelerating and 
swiftly scaled AI innovation is illustrated by examples ranging from algorithmic targeting 
to AI-enabled biometric surveillance. As recent developments in these areas have 
shown, regulators need access to cutting-edge expertise in AI in order to be able to ask 
timely, relevant, and appropriate questions of regulated entities, and to anticipate and 
manage potentially harmful outcomes.

As will be discussed further below, many regulators currently lack expertise relating 
to the technical understanding of AI and data science. Given the comparatively faster 

92 CMA, 2021a.
93 DCMS, 2021.
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pace of the development of industry knowledge and expertise compared with that of the 
public sector, keeping abreast of developments in AI technologies and their commercial 
applications may be a significant challenge for regulators — particularly small or medium-
sized regulators. 

Moreover, to be able to adequately and effectively scrutinise or investigate the uses 
of AI, regulators must be equipped with state-of-the-art knowledge about current, and 
likely future, uses of AI. Cutting-edge knowledge is needed for assessing whether claims 
made about the uses of AI technologies and their compliance with rules and laws are 
accurate and to ensure that regulators place appropriate and realistic requirements (e.g. 
relating to transparency) on regulated entities. This may require not only keeping pace 
with innovation, but also being one step ahead of it, enabling regulators to take an 
anticipatory, rather than a reactive, approach to regulation. 

In this context, one interviewee at a large horizontal regulator stressed that the need to 
anticipate future uses of AI was a driver behind the organisation’s approach to developing 
data science capabilities: 

“In my mind, I’m always thinking if there was another Facebook or Cambridge 
Analytica, how would we approach it differently, how could we be more effective, 
what insights would we discover if we had more data scientists now.” 
(Policy role, large regulator)
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In this section, we set out capacity building needs to establish readiness across the 
regulatory landscape in order to realise the enormous potential of AI for Regulation. 

We begin by reviewing current experiences of regulators in this area and setting out 
the main facilitators and barriers to developing or deploying AI for Regulation identified 
by our interviewees (6.2). We then discuss the role of capacity building in addressing 
the barriers and developing regulatory readiness in AI for Regulation. We begin our 
discussion with the areas which are likely to require least resource to establish, and 
move on to areas that are increasingly complex. As we do so, we set out the need for 
capacity building to share knowledge and best practices on uses of AI for Regulation, 
as well as the development of internal data science capability (6.3); to share knowledge 
and best practices for governance mechanisms relating to AI for Regulation (6.4); to 
attract and retain talent within regulators (6.5); to develop shared training and skills 
development (6.6); to provide shared resources (6.7); and to provide shared tools or tool 
prototypes (6.8).

Our analysis identifies the need to establish system, organisational, and individual-
level readiness through cross-regulator collaboration and the sharing of best practices. 
Addressing this need is crucial if regulators are to realise the full benefits of AI for 
Regulation.

6.1 Regulators’ current experiences in AI for Regulation

Regulators have varied capacities in relation to data science and AI, with large 
regulatory bodies generally having more capacity than small- and medium-sized 
regulators. Interviewees provided a range of responses when asked to describe current 
internal capacities relating to AI and/or data science. A small number of interviewees 
described their organisations as having well-developed capacities pertaining to AI and 
data science, as well as established teams focusing on these areas. These interviewees 
typically noted that their organisations were “ahead” of other regulators, and that their 
advanced capabilities had been driven by commitment and enthusiasm from senior 
leadership. For example, one interviewee stated:

Section at a glance:

•	 Sets out current barriers and facilitators for regulators’ uptake of AI 
technologies;

•	 Identifies areas of capacity building to bolster regulators’ ability to use  
AI for regulatory purposes.

6. Capacity building for readiness:  
AI for Regulation
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“I think what we have seen over the last two or three years is that there was, 
certainly at senior levels in the organisation, a real understanding of the value that 
AI could bring for us as a regulator, and that was shown by the level of investment 
that was made from a very early start.” 
(Technology role, large regulator)

Conversely, some interviewees noted that their organisations had very limited capacities 
in AI or data science. In particular, many interviewees indicated that the understanding 
of AI was likely to be very low across their organisations. Lack of understanding — or 
misunderstanding — of AI often leads to concern about AI and, at times, over-excitement 
about AI. Describing the challenges of having to develop new AI tools while people have 
unrealistic expectations about what AI can offer, one interviewee stated:

“We’re in that kind of juncture where people have enough understanding  
that they think about it, but not enough understanding that they understand  
the limitations.” 
(Innovation role, medium-sized regulator)

While some organisations have a “hub and spoke” model with data scientists or technical 
specialists distributed across the organisation (as at the FCA, see Section 3.3 above), a 
common theme among many of the interviewees, particularly at larger organisations, 
was that there is limited knowledge or understanding of AI across their organisation, 
with pockets of expertise within particular teams. 

Most interviewees felt their organisations needed to do much more to develop 
capacity in AI. They noted that it is crucial for regulators to have the knowledge and 
skills to interrogate AI systems or decisions made with the assistance of AI. However, 
developing adequate capacity related to emerging technologies or novel uses of AI was 
a significant and ongoing challenge. Given the complexity of developing algorithmic 
systems, organisations must develop internal capacities, both through harnessing 
internal expertise located across the organisation and through engaging with other 
organisations.94

When asked what they considered to be most important factor for developing or 
strengthening capacities relating to AI and data science within their organisations, 
interviewees’ answers reflected a range of considerations. Common priority areas 
mentioned were: improving understandings of AI, identifying opportunities to use 
AI effectively within the organisation, and recruiting data scientists and technical 
specialists. Additionally, interviewees noted that raising awareness of how uses of AI 
might benefit the organisation is important.

Reflecting on the diverging internal data science and technical capabilities among 
regulatory bodies, interviewees described varying levels of experience and expertise 
in developing and/or using AI as a regulatory tool. While some interviewees stated 
that their organisations did not currently use any form of AI as a regulatory tool, 
several interviewees did provide examples of methods and techniques being trialled 
and implemented. Existing uses of AI within regulatory bodies were often described 
as not “particularly sophisticated.” In several interviews, participants described their 

94 As has been suggested by Ada Lovelace Institute, AI Now Institute, and Open Government Partnership, 2021.



58

organisations as “experimenting in” or “dabbling with” AI methods. This suggests that 
at least some organisations are at an early stage in the journey to using AI systems 
for regulation. Moreover, many interviewees did not appear confident in discussing 
approaches or techniques.

Where interviewees did describe the ways in which their organisations had adopted, or 
experimented with, AI technologies, a range of experiences were noted. 

Positive experiences were typically related to organisational commitments to inno-
vation and organisational enthusiasm to experiment with new methods. In particular, 
several interviewees noted that their organisations were committed to becoming “da-
ta-driven” or “data-enabled.” Interviewees also expressed that, in addition to demand-
ing a commitment to innovation, the successful adoption of AI technologies requires a 
problem-solving mindset within the organisation. Openness to new modes of work-
ing and an ability to inspire people within the organisation to do things differently are 
important factors underpinning the successful adoption of new AI tools. 

One interviewee noted that learning from the experiences of other regulators is a 
valuable way of inspiring people to be open to new modes of working:

“People like to think: ‘But this works for me so I’m just going to do it the same way 
that I am used to,’ and so I think there’s a bit [of work to do] about inspiring people, 
and learning from other regulators is a great way of inspiring people to think about 
things a bit differently.” 
(Innovation role, medium-sized regulator)

The importance of organisational culture and commitment to innovation was also 
stressed in interviewees’ discussions of challenges related to the adoption of AI tech-
nologies. For example, some interviewees described their organisations as being re-
sistant to change or risk averse, and viewed these attributes as barriers to developing 
a pro-innovation culture. This is illustrated by the following quote from an interviewee 
whose role involves developing new technologies within a large regulator:

“The biggest challenge is having an organisation that wants to get [AI tools] into 
their hands and use them and engage with them and circumnavigate old ways 
of doing things or the processes that probably are really painful and very manual 
and very time consuming. But they have always done things that way so there’s a 
degree of comfort, familiarity, confidence, and security that comes from doing it 
that [traditional] way.” 
(Technology role, large regulator)

Resistance to change was also thought to be related to a lack of understanding of AI and, 
in some instances, fear or nervousness about AI. Moreover, in some organisations, 
there was a sense that the organisation was not sufficiently up to speed with new 
technologies, in general, to be able to embrace using AI in particular. Examples 
included organisations being late adopters of digital communications platforms or 
mobile devices.

Perceived cost was cited as another reason why regulatory bodies do not currently 
use AI technologies. Costs are a particular concern for regulators, given their funding 
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structures. However, interviewees also recognised that perceptions might deviate from 
actual costs. As such, this is an area where there may be value in sharing experiences 
among regulators and building understanding around the financial commitments 
required to develop and deploy new AI tools or systems.

Another common area of concern expressed across the interviews related to data-
related challenges as barriers to developing and implementing AI solutions. For 
example, interviewees often commented that the data they collect and/or have access 
to is of insufficient quality or that using it productively would require substantial work 
to clean and process the data. 

The quantity of available data was also often described as a barrier to developing or 
deploying AI solutions. Interviewees noted that they considered it essential to have 
larger volumes of data or a steady stream of data to develop or deploy AI tools.

Finally, interviewees expressed concerns regarding the interoperability and 
standardisation of data, noting that existing datasets often lack a common format, 
resulting in differences and inconsistencies that stand in the way of possible data uses.  

Figure 2: Facilitators and Barriers to Developing or Deploying AI for Regulation

Barriers

•	 Lack of in-house technical skills and expertise

•	 Low understanding of AI

•	 Resistance to change and/or risk aversion

•	 Organisation not sufficiently up to speed with 
new technologies

•	 Perceived cost

•	 Data challenges: quatity, quality, 
interoperability of data

Facilitators

•	 Organisational culture

•	 Commitment and enthusiasm for senior 
management

•	 Creativity and openness to new modes of 
working

•	 A problem-solving mindset
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6.2. Knowledge around uses of AI and the development of data 
science capabilities

Having explored the current state of play in regulators’ use of AI as well as the challenges 
they face in building the capacity to develop and deploy AI tools, we now move to the 
question of capacity building needs to support regulatory bodies in their adoption of AI 
technologies. 

Previous reports have pointed to the value of collaborative practices and initiatives 
to share best practices around innovative regulatory approaches and challenges in 
developing and deploying new technologies within regulatory contexts.95 

Interviewees in this research were enthusiastic about the value and importance 
of potential new opportunities to learn from other regulators’ experiences with AI, 
particularly from those who were more advanced in terms of data science and AI 
capabilities. As an interviewee at a small regulator suggested, when describing the 
potential value of learning from experiences of larger or more advanced regulators:

“I think with other regulators, in particular, it’s really interesting to know a bit more 
about kind of how they’ve built up their data science capabilities and how they use 
it day-to-day. So I guess looking at the CMA, for example, and how they’ve built up 
their data science function, it’s interesting to see a really tangible example.” 
(Policy role, small regulator)

Interviewees noted that they would benefit from understanding the practical steps that 
other regulatory bodies had taken to establish their data science teams or AI capabilities 
and what considerations or challenges need to be addressed in doing so.

6.3. Knowledge and best practices around governance for regulators’ 
use of AI

The prospect of using AI for regulatory purposes raises the question of how the 
internal governance processes of regulators need to be adjusted to ensure that such 
technologies are used responsibly. Of particular relevance to this question are the 
potential changes needed in risk management and auditing functions to accommodate 
new AI capabilities. Areas of organisational “fitness” that are needed for the responsible 
adoption of AI include established processes of quality assurance and compliance, but 
also new ethics protocols and mechanisms that go beyond these processes. 

Given that regulators across sectors are increasingly grappling with the same challenges 
of responsible adoption, and are seeking to develop internal governance structures and 
controls relating to the application of AI for Regulation, there can be significant value in 
developing common approaches and resources. 

Many interviewees expressed interest in developing best practice for the governance 
of AI tools used across regulators. In this regard, it was felt that shared resources 

95 E.g. Ada Lovelace Institute, AI Now Institute, and Open Government Partnership, 2021; Armstrong et al., 2019.
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could be important for establishing cross-regulator best practice regimes. Many of our 
interviewees contended that best practice guidance needs to go beyond principles 
and be practical as well as actionable. As an interviewee from a large regulator noted:

“General best practice sharing is good, but needs to be actionable and goodness 
knows, there are enough sort of best practice sharing for that in the world and 
trying to make sure that they’re actually something actionable is quite important.” 
(Director, large regulator)

6.4. Attracting and retaining talent within regulators 

Within our interviews, there was widespread concern around the difficulty of attracting 
and retaining data science and AI talent within regulators.96 One interviewee noted 
that it can be particularly difficult to recruit people with state-of-the-art knowledge in 
innovative applications of AI:

“There is a limited number of people globally, who really understand what is 
happening with these sorts of developments. How likely is it that we’ll be able to 
attract and retain those individuals and how much value would it be for them to 
join the [organisation]?” 
(Policy role, large regulator)

Interviewees often noted that regulators need to compete with private sector tech firms 
to attract talented data scientists, but that they lack the resources to offer comparable 
salaries. In addition to the difficulty in competing on salaries, regulators were also 
perceived to lack the degree of innovativeness needed to attract talented data scientists 
and AI experts, who seek out the kind of exciting and diverse projects that are far more 
prevalent in the private sector.

This is also related to a concern that regulators may not have sufficient data to provide 
data scientists with enough interesting or varied work. 

The challenge of attracting and retaining AI and data science talent was a prominent 
theme throughout all the interviews, highlighting that this is a major concern shared 
across regulators of all sizes and in all sectors. 

6.5. Training and skills development 

The majority of our interviewees stated that their organisations currently lack training 
and capacity development programmes relating to AI or data science. Some interview-
ees were confident in stating that there was no training on offer within their organisa-
tions, while others noted that they were unaware of any training available but that it 
might be on offer in different parts of their organisations. 

96 A survey conducted by Ipsos Mori has found that this is also a concern across the wider UK workforce (Dabhi et al 
2021).
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There is a clear desire for greater training and skills development relating to AI and 
data science. This was seen as a priority by many of our interviewees. The training and 
skills development needs identified are important to equip regulators both in relation to 
AI for Regulation and the Regulation of AI. Importantly, training and skills development 
were emphasised as being vital across the whole organisation, and it was recognised 
that this needs to reach all levels of seniority, including senior management teams. 
Building understandings relating to AI at senior management levels was seen to be 
important for establishing organisational readiness and commitments to develop 
new approaches.

It should be noted here that regulators’ training needs in relation to AI go beyond tech-
nical requirements. It is important for regulators to have up-to-date knowledge and 
understandings of both technical and non-technical dimensions of AI. This includes 
policy, ethical, and commercial dimensions of AI design, development, and implemen-
tation. With regard to ethical considerations, in 2020, the House of Lords “AI in the UK” 
report stated that: “The ICO must develop a training course for use by regulators to 
ensure that their staff have a grounding in the ethical and appropriate use of public data 
and AI systems, and its opportunities and risks.”97 Our research has demonstrated that 
there is demand for this training by regulators across sectors.  

6.6. Building capacity through sharing resources 

An area of particular interest across the interviews was the potential for a model 
of resource sharing which facilitates the exchange of technical expertise between 
organisations. This could involve a shared pool of data scientists who provide ad 
hoc advice or can be brought into different regulatory bodies to work on particular 
projects. This suggestion of a pool of data scientists may reflect the proposal included 
in the DRCF’s plan of work for 2021 – 2022 to create a shared centre of excellence that 
would serve as a hub for specialist expertise and resource sharing among regulators.98  
A similar existing model is the French Expertise Centre for Digital Regulation (PEReN) 
(see Box 1).

A shared pool of data scientists would be an effective and efficient use of regulators’ 
limited resources. Across all the interviews, the creation of a shared pool of data 
scientists was viewed as being very valuable, particularly for smaller or medium-sized 
regulators.

In some instances, a regulator might need to bring in a team of data scientists to work 
on substantial projects. However, in other cases, it might only require one or two data 
scientists to work on a particular objective or challenge.

Importantly, and as noted by our interviewees, the expertise that is needed is not always 
purely technical or focused on data science. As such, a shared pool of resources 
should also provide access to other forms of expertise, including state-of-the-art 
knowledge relating to governance, ethics, or commercial applications of AI.

97 House of Lords, 2020.
98 DRCF, 2021.
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Secondments could be an alternative, or complement, to a shared pool of data 
scientists. Secondments would move people between regulatory bodies, and other 
relevant organisations with technical expertise, to work on particular projects. The 
DRCF’s plan of work for 2021 – 2022 includes a proposal to use “pro-active and flexible” 
secondment programmes between regulators.99 It is suggested that the DRCF members 
could engage with the UK Regulators’ Network (UKRN) secondment working group to 
establish secondments focused on the skills and roles specific to digital regulation. 
Secondments are a potentially valuable means of both increasing efficiency and 
developing internal capacities.

Interviewees noted that secondments could also be a potential mechanism to increase 
the attractiveness of data science careers within regulatory bodies by ensuring a level of 
interest and variety in the work on offer. For example, an interviewee at a large regulator 
stated:

“I think we’re going to all face challenges in recruiting and retaining people with 
these kinds of skills, and even if we do get their attention, if you do get people 
through the door, they’re going to be much sought after. And so we need to think 
long term about how we will retain them. [… It may be that through secondments 
they] feel like they’re developing their careers by applying their knowledge and 
understanding and expertise in a number of different areas.” 
(Director, large regulator)

While interviewees widely agreed that secondments between regulatory bodies would 
be very valuable, one interviewee spoke candidly from their point of view as a team 

Box 1: PEReN – the Expertise Centre for Digital Regulation, France

Launched in the autumn of 2020, PEReN is a French national competency 
centre that provides data science capacity for regulatory bodies in relation to the 
regulation of digital platforms. 

PEReN responds to requests from French regulatory bodies in areas relating to 
digital regulation. As a national competency centre, it is under the authority of 
the French government and is attached to three French ministers: Minister for 
Culture, Minister for the Economy, and Secretary of State for the Digital Economy. 
These ministers set the strategic priorities for PEReN.

The support that PEReN provides can range from providing resources, people, 
analysis, or code. Its main function is providing expertise. PEReN also conducts 
research relating to the regulation of digital platforms and has a partnership 
with INRIA (National Institute for Research in Digital Science and Technology). 
Regulatory bodies can request specific pieces of research.

The PEReN team has around 16 members, most of whom are data scientists, with 
ongoing recruitment for additional positions.

99 DRCF, 2021.
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manager that this could cause some problems for managers of teams from which 
seconded individuals departed:

“If you’re a manager, you’ve got people coming in and out of your team, it’s a real 
pain to manage your workload, so […] actually as a team manager that just causes 
me more headaches.” 
(Enforcement, medium-sized regulator)

In order to make secondments most effective, regulators need a system through 
which they can advertise opportunities or organisational needs that people with 
relevant skills and expertise can easily find. This would be valuable in relation to both 
technical and non-technical roles.

6.7. Building capacity by developing shared tools 

As well as sharing resources, the development of shared tools or tool prototypes was an 
area of interest for interviewees. Regulators are increasingly developing and deploying 
AI tools themselves, (for example, web scraping tools; NLP for triaging consumer 
complaints; tools to predict the likelihood of infringements to inform the allocation of 
supervision and enforcement resources; and tools to scrutinise the deployed use of 
algorithms in live environments).

Many interviewees considered the development of tools that could be used by different 
regulatory bodies to be a good idea. In particular, some interviewees commented that 
where regulators are funded by public money any tools developed should be shared 
and used in ways that create wider public benefits.

While acknowledging the possible benefits of shared tools, interviewees also noted that 
a general-purpose tool may not be able to accommodate the particular needs that arise 
in the context of individual regulators. As such, developing shared tools will require 
consideration of where there are common needs across regulators and where 
there are meaningful differences that might limit the value of shared tools.

Interviewees also stressed that currently there is a tendency for regulators to want to 
keep things “in-house.” Doing so is perceived to have benefits in terms of the efficiency 
gained by retaining ownership and control over design and development processes. 
Where regulators develop tools in-house, they would likely seek assurance that they 
maintain ownership and access if these tools were to be made available to other 
regulators. It was also noted that due to the financial and resource investment required 
to develop a new tool, regulators may be reluctant to share the fruits of their labours 
without a clear benefit to themselves for doing so. 

A common sentiment expressed by interviewees was that shared tools would be a 
“nice-to-have” but are not an immediate priority area. Interviewees tended to stress 
that other resources (including sharing experience and expertise rather than specific 
tools) were a higher priority and of more immediate interest. Indeed, many interviewees 
felt that shared tools would be of limited value until organisations had increased their 
knowledge and capacities relating to AI in order to make good use of available tools. For 
example, an interviewee at a medium-sized regulator said:
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“I think it could definitely be helpful to have shared tools, but I think there’s quite 
a lot of the basics that are missing across the regulators first before you know, 
before you could make use of a lot of those tools.”
(Innovation role, medium-sized regulator)

This highlights the importance of establishing readiness to underpin and enable 
adoption of AI. Moreover, before regulators are able to share tools, there needs to be 
an infrastructure to enable sharing and collaboration more generally (for example, 
data governance arrangements or cloud-based servers for sharing information). 
Interviewees recounted previous experiences where they had attempted to collaborate 
with other regulatory bodies or public sector organisations and had been unable to do 
so due to complications in establishing data-sharing and joint working practices.

In sum, shared tools are of significant interest across the regulators represented 
in our interviews. However, this interest was tempered by concerns around practical 
considerations (e.g. ownership, accessibility, and control of shared tools) and 
organisational readiness to benefit from available tools.
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In this section, we distil the findings of the earlier sections to propose a model for capacity 
building. We advance the ideas put forward by many interviewees that developing some 
kind of shared capacity could help with their efforts to achieve readiness at the individual 
and organisational level. We also move beyond the organisational level to think about 
how shared capacity could contribute to readiness at the system level. We examine the 
role that such a “shared” or “common” capacity model — the use of mechanisms and 
structures that enable coordination, knowledge sharing, and resource pooling — can 
play in advancing AI readiness across the UK’s regulatory landscape.

The importance of individual aspects of common capacity in achieving regulatory 
readiness in relation to AI has been highlighted elsewhere. For example, DCMS’s recent 
policy paper on Digital Regulation states that “digital regulators [must be able] to work 
effectively together to deliver coherent outcomes for industry and consumers.”100 Recent 
years have also seen the emergence of several collaborative initiatives between UK 
regulators that focus on AI- and technology-related questions, reflecting a recognition 
of the need for and value of joint approaches to addressing issues of regulatory capacity.

This section seeks to provide a comprehensive analysis of the role that forms of 
coordination, knowledge sharing, and resource pooling can play in advancing AI 
readiness. It draws together the various dimensions of capacity building discussed in 
Sections 5 and 6, taking into account the needs of all relevant regulatory bodies. 

We begin by setting out in Section 7.1 the powerful contribution that common capacity 
can make to addressing the capacity building needs identified within Sections 5 and 6. 
We then highlight in 7.2 the case for a unified approach to delivering common regulatory 
capacity for AI that extends across the areas of Regulation of AI (Section 5) and AI for 
Regulation (Section 6). Next, we provide an overview of existing collaborative initiatives 

Section at a glance:

•	 Sets out the value of coordination, knowledge sharing, and resource pooling 
to advance AI readiness; 

•	 Justifies adopting a unified approach that extends across the Regulation of 
AI and AI for Regulation;

•	 Provides an overview of existing collaborations and their limitations;

•	 Considers potential models for realising a more comprehensive approach 
to common regulatory capacity for AI.

7. The case for a “common capacity” 
approach to advancing readiness 

100 DCMS, 2021.
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and discuss the gap between the scope of these initiatives and the full potential 
contribution that common capacity can make to advancing AI readiness (7.3). Finally, we 
examine possible concrete models for delivering such a unified programme of common 
capacity that would both complement and go beyond existing initiatives, addressing the 
challenges that regulatory bodies face in the current landscape (7.4).

7.1. The potential of common capacity to address existing needs

As discussed in Section 3, AI innovation has a horizontal, cross-sectoral character, which 
gives rise to shared and overlapping sets of questions and challenges for regulators. 
Common expertise, skills, and resources can play a key role in enabling regulators to 
respond to the challenges and opportunities that AI presents. 

Sections 5 and 6 demonstrated that there are capacity building needs and readiness 
gaps across regulatory bodies of all sizes and in all sectors. The interviews also showed 
widespread interest in the possibilities for common capacity. They emphasised 
the value of developing strong mechanisms for inter-organisational cooperation, 
partnership building, coordination, sharing expertise, collective learning, training and 
skills development, and resource pooling. 

Such mechanisms could make a crucial contribution to advancing readiness across  
all areas of capacity building in the Regulation of AI and AI for Regulation.

7.1.1. The value of common capacity in the Regulation of AI

Capacity needs in the Regulation of AI are often difficult to respond to for individual 
regulatory bodies acting on their own. Examining and addressing them effectively 
requires conceptual, analytical, and strategic perspectives that extend beyond traditional 
regulatory remits, necessitating different forms of coordination and collaboration across 
the regulatory landscape. 

•	 Developing a shared vocabulary (Section 5.2). Common capacity could help 
to establish common language and shared understandings across regulatory 
bodies. A shared vocabulary of this kind could underpin collaboration and future 
joint working but also facilitate clarity and consistency in external communications 
and increase the confidence of stakeholders in the regulatory system. 

•	 Mapping and understanding the risks posed by AI (Section 5.3). Common 
capacity can play an important role in facilitating joint working among regulators 
to identify more holistically common AI-related risks, informed by cross-sectoral 
and cross-remit perspectives.

•	 Identifying regulatory gaps (Section 5.4). Common capacity can be a catalyst 
for facilitating the collaborative work required to assess gaps in law and rules that 
emerge when considering the regulatory landscape as a whole. This is particularly 
true for contexts in which the remits of individual bodies intersect, as the required 
assessments in such contexts can be particularly intricate. Common capacity can 
also help address gaps in prioritisation and execution by challenging traditional 
siloed approaches and ensuring the coordination needed for clear risk ownership.
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•	 Identifying the most efficient and effective way of addressing regulatory gaps 
(Section 5.5). As regulators across sectors are increasingly undertaking similar 
work to scope out potential new regulatory approaches, common capacity can 
play an important role in minimising duplication and capitalising on interests and 
efforts across regulatory bodies. More importantly, common capacity mecha-
nisms can make it easier for regulators to identify the most efficient and effective 
ways of addressing regulatory gaps where they involve concerted action across 
regulators. By addressing vertical domain specificities as well as the “general-pur-
pose” nature of AI, they can help identify areas of friction and ensure consistency 
and complementarity across vertical and horizontal approaches and regulatory 
remits. 

•	 Anticipating and adapting to future risks and the speed of technological 
change (Section 5.6). Common capacity can play an important role in combining 
the horizon-scanning work of regulators across sectors and can provide a shared 
set of insights, skills, expertise, and resources to inform regulators’ work. Secur-
ing and sustaining leading-edge knowledge about the AI technologies being used 
in markets is especially difficult for small or medium-sized regulators. As such, 
common capacity has a valuable role to play in providing a shared source of ex-
pertise, skills, and insight into the state–of–the-art of AI.

Common capacity could also ensure a joined up and consistent approach in regulators’ 
engagement with regulated entities. Common capacity can ensure unified, consistent 
messaging and potentially a single point of contact for large tech firms rather than piece-
meal, and potentially inconsistent interactions with a multitude of regulatory bodies.

7.1.2. The value of common capacity in AI for Regulation

Capacity needs in AI for Regulation are similarly cross-cutting. Given regulators’ 
shared interests in AI for Regulation, there will be considerable value in developing 
opportunities for shared learning and capacity development across the regulatory 
landscape. Interviewees at regulators with less advanced capacities in relation to AI for 
Regulation placed particular emphasis on the importance of being able to learn from 
the experiences of others. 

•	 Knowledge and best practices on possible uses of AI and the development 
of internal data science capabilities (Section 6.2). There is considerable scope 
for common capacity to facilitate opportunities and mechanisms for exchanging 
knowledge about practical considerations and challenges in establishing data 
science teams. This includes knowledge sharing across regulatory bodies that 
face the same questions but may be at different stages in their “AI journey.”

•	 Knowledge and best practices for governance mechanisms for regulators’ 
use of AI (Section 6.3). Similarly, common capacity can facilitate the sharing 
of knowledge and best practices regarding internal governance mechanisms, 
including questions of compliance and ethics, for the use of AI within regulatory 
bodies.
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•	 Attracting and retaining talent (Section 6.4). As the proposals on “building 
skills and capabilities” in the DRCF’s work plan for 2021-2022 highlight, there 
may be considerable value in joint recruitment activities or the development of 
cross-regulator career development opportunities as strategies for addressing 
challenges around attracting and retaining talent.101 A more comprehensive 
common capacity model could facilitate such strategies at a larger scale for a 
wide range of regulatory bodies.

•	 Training and skills development (Section 6.5). Common capacity can play an 
important role in addressing the current lack of structured or formal training and 
skills development regarding AI, facilitating the design and delivery of training 
for organisations across the regulatory landscape. 

•	 Sharing resources (Section 6.6). A common capacity model can make an 
important contribution to addressing resource constraints by enabling the 
shared reliance on personnel to support work across regulatory bodies. As 
highlighted above, possibilities include the facilitation of secondments as well 
as the establishment of a shared pool of experts as exemplified by PEReN in 
France (see Section 6.6, Box 1). As highlighted in Section 6.6 such mechanisms 
can also help to increase the attractiveness of data science careers in regulatory 
bodies, thereby addressing the challenge of attracting and retaining talent. 

•	 Developing shared tools (or tool prototypes) (Section 6.7). As the use case 
overview in Section 3.2 illustrates, many functional uses of AI for Regulation can 
be relevant to a variety of regulatory bodies. A common capacity model could 
help drive regulatory innovation, avoid the duplication of efforts, and increase 
resource efficiency by providing, where possible and appropriate, shared AI 
tools or proofs of concepts that have applications across regulatory bodies. 
Common capacity could also contribute to transforming existing attitudes that 
hold back the sharing of tools. For example, the existence of a commonly funded 
resource to support the development and deployment of shared tools would 
overcome the potential reluctance to share tools whose development is the 
result of unilateral efforts and investments made by individual regulatory bodies 
on their own.

7.2. The case for a unified approach across the Regulation of AI and 
AI for Regulation

Our research has highlighted crucial considerations for the design of any new 
structures that are needed to realise the potential of common capacity. Most 
importantly, the findings from across the strands listed above combine to suggest 
that common capacity should be pursued through a single integrated initiative.  
In particular: 

•	 there are a multitude of cross-fertilising and synergistic connections between 
individual strands of capacity building, 

101 DRCF, 2021.
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•	 pursuing strands jointly enables efficiencies that mean that more can be achieved 
with a given amount of resources, and

•	 combining individual strands through a single initiative addresses concerns 
about the unnecessary duplication of parallel structures in an already crowded 
landscape.

There is a strong case, therefore, for the pursuit of common capacity across different 
dimensions of need to take a unified form through a single organisational structure. 
Such a unified approach extends to the fact that a common capacity model should 
stretch across the areas of Regulation of AI and AI for Regulation. While these areas can 
be distinguished analytically, there are important links and synergies between them. As 
a result, there is significant value in an initiative that seeks to address capacity building 
needs in both areas jointly rather than focusing on one area alone.

These links and synergies between the two areas emerge most clearly when considering 
the sets of skills and expertise required for success in each area. While these sets of 
skills and expertise are not identical, there is significant overlap between them. In 
particular, policy expertise and technical expertise in data science and AI are equally 
crucial for success in both areas:

•	 Technical data science and AI expertise is not only central to the delivery of 
AI for Regulation, it is also an indispensable asset in the area of Regulation of AI 
when it comes to understanding and scrutinising uses of AI by regulated entities 
and evaluating the adequacy of regulatory regimes in relation to these uses. As 
the complexity and sophistication of AI solutions deployed by regulated entities 
increases, technical expertise will be a core determinant of regulators’ ability to 
assess claims made by regulated entities about the technologies they deploy, the 
risks involved, and the feasibility of different strategies for addressing these risks. 

•	 Policy expertise concerning the regulation and governance of relevant 
technologies, in turn, is not only key in the area of Regulation of AI. It is also required 
to inform and guide regulatory bodies’ use of AI for Regulation. For instance, 
our interviews suggest that one of the factors currently impeding regulators’ 
confidence to explore innovative uses of AI internally is a lack of knowledge 
and certainty within the relevant teams around legal and regulatory constraints 
that are applicable to relevant AI for Regulation use cases. This illustrates the 
importance of policy expertise — covering multiple regulatory domains — for 
enabling regulatory bodies to develop confidence with respect to internal uses of 
AI from the perspectives of compliance, governance, and ethics. 

This overlap between the skills and expertise required in each area means that there 
is a compelling argument for a common capacity model to cover both areas, such that 
it can provide shared pools of expertise that can inform work in both areas. At one 
level, this argument is a matter of resource efficiency. An institutionally separated 
pursuit of capacity building dedicated to the Regulation of AI on the one hand and to 
AI for Regulation on the other would require separate teams, each of them combining 
sufficient levels of technical and policy expertise. A unified approach, in contrast, can 
draw on shared teams to support work in both areas, thus allowing for a more efficient 
use of relevant expertise, which can be hard to come by. 
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At another level, however, the case for a setup that involves experts collaborating across 
the areas of Regulation of AI and AI for Regulation goes beyond considerations of 
resource efficiency. There are strong intrinsic reasons why collaboration across these 
two areas can be crucial. Two contexts that illustrate this are worth highlighting.

•	 Using AI to regulate AI. There is a growing range of contexts where the speed 
and complexity of AI applications deployed in markets mean that effective forms 
of regulatory oversight and enforcement are difficult to achieve through traditional 
regulatory practices and instead call for AI-enabled forms of scrutiny, analysis, 
and monitoring. These contexts can be thought of as a subset of AI for Regulation: 
cases in which the recourse to AI solutions on the part of regulators is driven by 
needs in the area of Regulation of AI. Examples of this are particularly prominent 
in the online sphere and include areas like AdTech, problematic content on social 
media platforms (such as hate speech and misinformation),102 and other forms of 
online harm. The successful development and use of “AI to regulate AI” in such 
cases requires close collaboration between tool developers, policy teams, as well 
as supervisory or enforcement staff who may be involved in deploying a given tool. 
In order for such tools to be fit for purpose and to be used successfully, integrated 
cross-team efforts are needed to ensure alignment with frontline needs and 
usability. As a result, the need for integration of expertise from staff in the areas 
of Regulation of AI and AI for Regulation in these cases is not merely a matter of 
resource efficiency, but a necessity for success in achieving innovation-values fit, 
innovation-needs fit, and innovation-knowledge fit (see Section 4.2).

•	 “Practising what you preach.” When it comes to regulators’ internal use of AI 
more broadly, not only is it important for such work on AI for Regulation to be 
informed by general policy expertise to ensure clarity about and compliance with 
relevant legal and regulatory requirements. For regulatory bodies to maintain 
integrity and public credibility, it is arguably necessary for there to be a deeper 
join-up and coherence between a body’s external-facing AI-related policy stances 
and its internal practices around the use of AI. This is especially true in light of 
unavoidable questions of governance and good practice the answers to which 
are not determined by the letter of any applicable laws and regulatory rules. 
Achieving this join-up not only hinges on the utilisation of policy expertise in AI for 
Regulation, but arguably requires that this expertise comes from the same source 
that informs the body’s work in the area of Regulation of AI.

Setting aside synergies and links at the level of skills and expertise, there are important 
benefits to a joined-up approach across the areas of Regulation of AI and AI for 
Regulation at the level of managing organisational change. Achieving readiness 
in each area is a significant undertaking involving the transformation of individual 
and organisational attitudes along the various lines described in Section 4. The 
organisational change required can pose significant management challenges and the 
success of change management can be threatened by factors such as a perceived lack 
of purpose or a proliferation of seemingly uncoordinated change processes. Pursuing a 
joined-up approach to organisational change and transformation that stretches across 
the areas of Regulation of AI and AI for Regulation can make a significant contribution 
to addressing these risks. 

102 For examples, see Ahmed et al., (2022) and Vidgen et al., (2020). 
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There are various reasons why a joined-up approach can make change processes more 
effective and efficient than they would be if they only focused on one or the other area:

•	 Cultivating capabilities in developing and using AI tools internally can be a 
catalyst for fostering innovation- and technology-focused organisational attitudes 
that regulatory bodies need to effectively navigate questions concerning the 
Regulation of AI, and vice versa. 

•	 Conceiving of change processes in both areas as part of a larger integrated whole 
can help create a sense of purpose by providing a broader vision and a unified 
narrative.

•	 Approaching organisational change in both areas jointly reduces the number of 
perceived separate processes and facilitates the coordination needed for success 
across the two areas, helping to mitigate the risk of failure due to “change fatigue” 
or insufficient alignment.

In summary, an effective common capacity model will address regulators’ needs both in 
relation to the Regulation of AI and AI for Regulation. Both at the systemic and organisa-
tional levels there is a strong case for regulators to pursue capacity-building strategies 
that stretch across these two areas, rather than approaching them in isolation from each 
other. The knowledge, skills, and expertise needed in each of these areas are comple-
mentary and overlapping. Moving back and forth between effectively regulating AI and 
effectively using AI for Regulation requires a distinctively horizontal and cross-cutting 
set of cognitive skills, practical abilities, and technical expertise. Indeed, building capac-
ities in relation to either one of these areas will also better equip regulators in relation 
to the other, further making the case for a common capacity model. In particular, the 
state-of-the-art interdisciplinary expertise that a common capacity hub will provide is vi-
tal both to enable the scrutiny of claims relating to uses of AI and to underpin innovative 
uses of AI as a regulatory tool. As such, the Regulation of AI and AI for Regulation can 
be viewed as two sides of a single coin and a model for common capacity needs to 
address each dimension simultaneously. 

7.3. Existing collaborations

Interviewees often remarked that there is an existing culture of collaboration 
among regulators regarding the topic of AI and highlighted several relevant existing 
collaborations. Table 7 provides a summary of the most prominent existing collaborative 
initiatives mentioned during interviews. This includes the Digital Regulation Cooperation 
Forum, a more detailed description of which can be found in Box 2. 

Interviewees contended that the biggest benefits of existing collaborations were the 
relationships that were established between individuals in different organisations. It 
was stressed that there is considerable value in knowing who to speak to and being 
able to pick up the phone or drop someone an email. 
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Beyond cross-regulator collaborations within the UK, many interviewees also described 
the significant role played by existing international collaborations and working relation-
ships. In several cases, international collaborations with peer organisations from other 
jurisdictions working in similar regulatory domains were described as more productive 
or beneficial than domestic collaborations across domains. It was stressed that, going 
forward, it will be important to maintain, and expand, international links and to share 
experiences across both sectoral and geographic boundaries.103

Table 7: Summary of Existing Collaborations Focused on Regulation and AI

Examples of 
Collaborative 
Models

Member 
Organisations Purpose/Scope

The Digital 
Regulation 
Cooperation Forum

CMA, ICO, Ofcom, 
FCA

The DRCF was established in July 2020 
to ensure greater cooperation on online 
regulatory matters. It aims to increase 
the clarity, consistency, and effectiveness 
of digital regulation. See Box 2 for further 
details.

Regulators and AI 
Working Group

Chaired by the ICO 
with membership 
representing diverse 
regulatory bodies

The working group’s membership 
includes a wide range of regulators 
from across diverse sectors. It meets 
on a quarterly basis and focusses on 
information sharing, coordination, and 
harmonisation. The Working Group acts 
as a forum for the development of a 
collaborative and multilateral approach 
to AI and regulation by existing UK 
regulators. 

AI Public-Private 
Forum

FCA and Bank of 
England

In 2020, the FCA and BoE established 
this forum to facilitate dialogue with 
the public and private sectors to better 
understand the use and impact of AI/
ML in the financial sector. The Forum 
explored questions around the safe 
adoption of AI within financial services, 
and how principles, guidance, regulation 
and/or industry good practice could 
support this adoption. The AIPPF’s final 
report was published in February 2022.104 

Multi-Agency Advice 
Service (MAAS)

The National Institute 
for Health and Care 
Excellence (NICE), 
MHRA, HRA, CQC

MAAS aims to be a single source of 
support, information, and guidance on 
regulation and evaluation for innovators 
and health and care providers developing 
AI technologies.105

103 The importance of international collaborations relating to innovation in regulation has been noted by Armstrong et 
al 2019. 
104 AIPPF, 2022.
105 NHSX, n.d.
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Box 2: The Digital Regulation Cooperation Forum — Objectives and Initial 
Workplan

As a pertinent example of collaboration among regulators, the DRCF was 
established in 2020 by the CMA, ICO, and Ofcom, with the FCA joining as a full 
member in April 2021. The DRCF is a voluntary forum and works to ensure a 
greater level of coordination between regulators of online services.106

In March 2021, the forum published a workplan for 2021/22, highlighting the issues 
of online harm for consumers and the impact of fast-changing online services on 
regulators. The workplan focused on three priority areas to deliver coherent and 
joined up approaches to these challenges:107

•	 responding strategically to industry and technological developments; 

•	 joining up regulatory approaches; 

•	 building skills and capabilities. 

For each area, the workplan sets out several concrete objectives. In the area of 
responding strategically to industry and technological developments, this includes 
the following four specific areas that strategic joint work will focus on for 2021/22: 

•	 Design frameworks — “collaborat[ing] with government and stakeholders 
to develop coherent design frameworks and approaches” with the aim “to 
provide greater clarity for industry regarding regulatory requirements and, 
where relevant, make compliance with them more efficient.”108

•	 Algorithmic processing — “strengthen[ing] our shared understanding of, 
and expertise in, algorithmic systems […] by identifying areas where common 
practical approaches in different regulatory regimes can be streamlined 
and by developing solutions to deliver efficiencies for industry, for example 
in relation to impact assessments for algorithmic systems.”109

•	 Digital advertising technologies — “develop[ing] a more holistic view of 
how the digital advertising sector (including advertising-funded business 
models) interacts with people’s rights and creates potential consumer 
harms.”110

•	 End-to-end encryption — “understand[ing] the implications of end-to-end 
encryption for the people using digital services, as well as for industry, and 
its implications for policy objectives relevant to the current and future remits 
of the CMA, the ICO and Ofcom.”111

106 Ofcom, 2021a.
107 DRCF, 2021: 6.
108 DRCF, 2021: 9.
109 DRCF, 2021: 10.
110 DRCF, 2021: 12.
111 DRCF, 2021: 12.
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7.3.1. Scope and limitations of existing collaborations

Existing collaborations between UK regulators resonate with some of the fields of 
activity for common capacity outlined in Section 7.1 above. Yet, there is a wide gap 
between the scope of these initiatives — individually as well as collectively — and the 
full range of benefits that a more exhaustive and holistic common capacity approach 
covering all the fields above would bring. 

In particular, existing initiatives cover only a subset of the areas of capacity-building 
outlined above and, insofar as they do, address these areas through activities whose 
objectives are more limited in scope compared to what a more ambitious common 
capacity model could provide. In addition, the mission of initiatives such as the DRCF 
and MAAS limits their membership to subsets of the UK’s regulatory landscape that are 
important, but only cover a minority of the large number of regulatory bodies mapped 
out in Section 3.1 whose work is impacted by AI. MAAS is limited to regulators whose 
remit touches on health and care. The mission of the DRCF is defined by a focus only 
on online services and “regulators for whom digital regulation is core to their remit.”112

DRCF’s membership currently comprises four organisations, with additional plans to 
collaborate with the Advertising Standards Authority for specific purposes.113 Even if 
the DRCF membership were to expand in line with its mission, it would not extend to 
regulators whose core remits are not defined with reference to digital regulation and 
online platforms, which is the case for the vast majority of regulatory bodies in Table 3. 
In light of the role of online services as a key context for the use of AI, the DRCF is clearly 
a significant initiative in the AI and regulation space. Yet, as highlighted in Section 3, 
questions of regulating AI and using AI for Regulation arise in a much wider range of 
contexts and are relevant across the entire regulatory landscape. 

It is worth noting that MAAS and the DRCF are more substantial in terms of the scope 
of collaborative activities and capacity building needs that they seek to address when 
compared to existing initiatives that include larger segments of the regulatory landscape. 
The Regulators and AI Working Group, for example, is open to all interested regulatory 
bodies, but its activities to date have been comparatively “light touch” in terms of 
organisational commitments and outputs. This contrast is particularly significant given 
that the membership of MAAS and DRCF consists of large regulatory bodies. Smaller 
regulatory bodies, for whom readiness gaps and capacity building challenges in relation 
to AI can often be much greater, do not benefit from the more substantial collaborations 
taking place through these fora. 

7.3.2. Challenges in the context of existing collaborations

In discussing existing collaborations, interviewees noted that working with other 
regulatory bodies can be challenging. One prominent factor contributing to this 
are vertical (sector-specific) boundaries that often characterise established modes 
of working. A common theme emerging through the interviews was that effective 
collaboration requires a culture of collaboration that transcends these boundaries. 
Collaboration challenges dominant siloed modes of working. In order to be successful, 

112 Ofcom, 2021c.
113 DRCF, 2021: 12.
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collaborative initiatives need to take account of this fact and seek to normalise 
collaborative modes of working across traditional silos. 

One major challenge mentioned was making collaborative efforts impactful. A number 
of interviewees noted that while existing, or previous, collaborations have been 
positive in generating discussions relating to AI, they have so far not led to productive 
or substantive outcomes in terms of regulatory approaches or practices. A common 
theme was that interviewees wanted collaborative activities to have a practical and 
outcome-oriented focus.

Further challenges were noted relating to agreeing roles and approaches between 
different regulators. Interviewees emphasised the importance of securing a good 
understanding of the remit and perspectives of different regulatory bodies. Some 
unique collaboration challenges were seen to arise between statutory and non-statutory 
regulators. One interviewee from a non-statutory regulator described some of these 
challenges:

“Some of the statutory regulators have quite significant constraints around 
information sharing. And we encounter this sometimes in our discussions with 
them, where the people that we’re speaking to really want to help. If someone 
from a statutory regulator wants to collaborate with us, they have to check first 
that they’re allowed to, and that can get in the way, and I think will continue to get 
in the way.” 
(Head of Operations, Medium-Sized Regulator)

At times there may be tensions between the interests and stakes of individual regulatory 
bodies in relation to the focus of collaborative activities. This can lead to friction among 
participants and requires transparency, dialogue, and an active management of rela-
tionships. Regulators’ ongoing participation in collaborative initiatives, therefore, 
depends on the sense that it is valuable and beneficial for their organisation.

A further significant challenge noted by interviewees related to sustaining cross-
regulator collaboration and the need for adequate resourcing and infrastructure 
(rather than being dependent on a small number of enthusiastic individuals) to ensure 
sustainability.

“I think with working groups, as well, it’s not always, but they’re quite often driven 
by perhaps one or two kind of really enthusiastic people, and I’ve seen working 
groups before where that enthusiastic person leaves and does something else, 
and working group kind of crumbles around it, so I like the idea of working 
groups, [but] it has to have the structure in place and the governance in place and 
everything for it to work.” 
(Enforcement Role, Medium-Sized Regulator)

The resources required to sustain collaboration include dedicated staff, estab-
lished governance frameworks, sufficient staff time allocated by participating or-
ganisations, and financial resourcing.

Finally, interviewees expressed concern that, as there is increasing expectation of 
collaboration among regulators, and as the number of collaborative activities grows,  
it may become burdensome on individuals to undertake this alongside their day-to-
day jobs.
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7.4. Delivering common capacity

7.4.1. Potential models for common capacity 

Our interviews showed a clear recognition of the limitations of existing collaborations 
and the need for greater, more formalised, and more structured collaboration 
between regulators. The interviews also considered different possible models to 
facilitate common capacity and discussed conditions that interviewees thought would 
determine a common capacity model’s success. 

At a high level, the interviews covered three general options for building common 
capacity:

•	 A top-down, centralised approach organised around a new or existing regulatory 
body;

•	 Expanded voluntary collaboration between regulators based on the institutional 
status quo;

•	 An intermediary model with a dedicated organisation that facilitates collaborative 
working and serves as a source of expertise.

A top-down centralised model could give a new role to an existing regulatory body or 
involve the creation of a new regulatory body with responsibilities focused on AI.114 
However, there was very little support for this option within our interviews. Participants 
expressed a variety of concerns about this possibility in general, and about potential 
proposals to create a new regulatory body in particular.115 

For some interviewees, their opposition to this model was intuitively based rather than 
related to specific worries. Others were worried that creating a new centralised body 
would be an unnecessary complication or distraction in an already crowded landscape 
and one which may lead to duplication of effort. There was also concern that a top-
down, centralised model would pose risks for individual organisations’ independence 
and autonomy:

“I think we’ll probably be prepared to make some trade-offs, but I think that 
operational independence will still be quite important for the [organisation] so 
something that’s less than fully top down, I think, is probably where we might be 
tempted to take.” 
(Policy role, small regulator)

Regarding the option of voluntary collaboration based on the institutional status quo, 
interviewees felt that this model would likely lack the authority needed to be effective. 
Moreover, there was concern that, given experiences with current collaborative 
initiatives, such a model would not be sustainable:

114 Rodrigues et al., 2019.
115 This was similarly reported in House of Lords 2018.
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“I’ve been in lots of conversations with other regulators about how do we move 
forward with all these things and one of the problems is that you just don’t, okay no 
one quite knows how to move it forward and then it doesn’t quite happen because 
it’s nobody’s actual job to do that. It’s not like a thing that’s mandated, then it ends 
up dropping down agendas, people aren’t quite sure how to do it so they just keep 
talking about it. So, one of the most important things is to actually have that remit 
and have people that have the space to get that going and get people involved to 
make it happen.”
(Director, large regulator)

Interviewees frequently pointed to the importance of organisational solutions involving 
dedicated resources, responsibilities, and infrastructure in order to be able to act as a 
“driving force.”

“If collaborative organisations are all voluntary and best effort it’s very difficult to 
get things moving, so I think you do need that element of a sort of Permanent 
Secretary with some resource to take issues forward otherwise you’re always just 
trying to use people’s spare time and it makes for slow progress.”
(Director, medium-sized Regulator)

Overall, while existing collaborations are highly valued and seen as important by 
interviewees, the organisational status quo was widely considered insufficient to serve 
as a foundation for realising the benefits of a more fully developed common capacity 
approach. 

In line with their emphasis on the importance of having a coordinating or facilitating 
body, participants expressed widespread support for potential intermediary 
models, resulting in this being the option preferred by most interviewees. Under such 
a model, individual regulatory bodies would maintain autonomy and sovereignty while 
an intermediary organisation would take responsibility for facilitating collaboration 
and serving as a home for shared resources. This was seen to have the benefits of 
enabling regulators to act autonomously while having a central resource to ensure that 
collaboration was effective and continuous.

An intermediary model was seen as desirable based on its potential both to facilitate 
collaboration between and to serve as a source of expertise needed by regulators:

“If somebody were able to say okay, there is a business model here where we’re 
going to have a unit, which is kind of almost a consultancy unit to regulators with 
people who have experience of working across a number of different regulatory 
spheres and we’re able to provide specialist advice kind of on tap to different 
projects. That to me sounds like something that would bring about better natural 
alignments and help tackle some of the skills capability challenges here.”
(Director, large regulator)

In sum, interviewees saw an intermediary model as the most promising path to facilitating 
and strengthening collaboration and the sharing of resources among regulators while 
maintaining the sovereignty and independence of existing regulatory bodies. They 
considered this model to have the potential of commanding wide support and adequate 
levels of resourcing to ensure effectiveness and sustainability, while simultaneously 
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being suited to capitalise on already existing resources, capabilities, expertise, and 
collaborations. 

Nesta have previously recommended the creation of a hub for expertise relating to 
regulatory theory and practice,116 which  would serve to collate and share evidence of 
best practices and to facilitate collaborations in order to equip regulators to develop 
and evaluate innovative approaches. A similar hub model could be developed relating 
to common capacity. This hub model would reflect the desirable characteristics of the 
intermediary model identified by our interviewees.

7.4.2. How can an intermediary model be implemented?

Recognising the preference expressed for an intermediary model of common capacity, 
we now consider possible organisations where a hub for common capacity could be 
located. 

There are various organisations that could take on the facilitating role that the 
intermediary model relies on. Interviewees were asked for their views on the following 
three options:

•	 A cross-regulator collaboration, such as the Digital Regulation Cooperation 
Forum, utilising resources from the regulators in question;

•	 A central government organisation, like the Centre for Data Ethics and Innovation 
(CDEI);

•	 A multi-disciplinary independent research centre, like The Alan Turing Institute 
(with expertise in computer science, statistics, ethics, philosophy, social science, 
and law).

Key considerations shaping interviewees’ responses to each of the potential intermediary 
bodies were their perceived independence and authority. A common sentiment 
expressed across the interviews was that, regardless of which particular organisation 
might take on this role, it was important that it was established, well-resourced, and 
in a position that commanded respect and authority in order to make things happen. 

It was also considered important that in order to host the common capacity hub, an 
organisation must have relevant expertise and knowledge. It is recognised that 
regulation requires interdisciplinary expertise,117 encompassing technical, ethical, and 
policy dimensions. This includes knowledge of AI and data science but also of the 
regulatory landscape and policy context, in recognition of the links described in the 
Section 7.2. 

Relatedly, it was considered important for an intermediary organisation to be well-
positioned to bring together regulators across vertical and sectoral boundaries, 
challenging existing siloed approaches.

116 Armstrong et al., 2019.
117 Miettinen, 2020.
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Currently, collaborative initiatives in the AI and regulation space are largely led by 
regulatory bodies. As such, a cross-regulator approach is most closely aligned with 
the status quo. Interviewees considered such an approach to have an advantage in 
avoiding further crowding of the AI regulatory landscape. There was some reluctance 
around the potential creation of a new body or oversight organisation. Accordingly, 
interviewees often pointed to opportunities to work with existing bodies and 
organisations. The DRCF was considered to be a potential body to take on this role. 
Similarly, the Digital Markets Unit was considered to have some overlap with the remit 
of a potential facilitating organisation.

Given the range of expertise and skills needed to facilitate common capacity, there may 
be merit in this being facilitated through a collaborative model rather than by a single 
organisation. In this regard, interviewees pointed to existing collaborations such as the 
DRCF or the UK Regulators’ Network as potentially having a role to play. However, as 
noted above, interviewees stressed limitations with current collaborative approaches 
due to limited resourcing and challenges associated with the unfamiliarity of working 
horizontally (that is, across sectoral boundaries). As such, a collaborative model would 
require adequate and sustainable resourcing in order to be effective.

Furthermore, a common capacity hub will need to provide regulators with access to 
state-of-the-art expertise in relation to both the Regulation of AI and AI for Regulation. 
As set out above, current regulatory expertise in this area is limited. As such, this may 
represent a significant limitation of regulators’ capacity to take on this role.

A range of views were expressed regarding the potential for a central government 
organisation to take on the role of an intermediary body to facilitate common 
capacity. Some interviewees felt that a central government organisation is needed to 
ensure that the common capacity model has buy-in and impact. However, others were 
more ambivalent and noted both pros and cons of central government involvement. 
Some suggested a hybrid model, which has the authority of central government, on the 
one hand, but the independence and creativity of academia, on the other.

As noted above, independence was a key consideration. While interviewees regarded 
a central government body as being potentially effective, they were concerned about 
how this might impact regulatory independence. For example, one interviewee stated:

“I don’t think that you can have a central government body filling that space 
without it ending up being perceived as some sort of meddling in regulatory 
independence.” 
(Director, large regulator)

A key area of concern around central government bodies was the extent to which they 
could be agile and forward-looking enough to keep pace with innovations relating to AI. 
One interviewee stated:

“I’d be worried that, particularly in a space that moves quite quickly and is quite 
innovative, that tying [common capacity] into a central government approach, 
which is not really designed to respond to rapidly evolving issues, might be 
difficult.” 
(Assurance role, medium-sized regulator)
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A further concern related to the sustainability and continuity of government bodies, 
given the potential for political priorities and budgets to change.

By contrast, the potential for an intermediary role to be fulfilled by an independent 
research organisation was largely received favourably by interviewees. The 
independence of the organisation was considered a key factor here. Academic 
institutions were considered to represent a “safe space” in which regulators could 
engage in open discussions, which would be valuable for informing and refining thinking. 
An interviewee at a large regulator stated:

“I think that one of the good things about collaborating with a university is that 
it doesn’t have as much of the baggage that regulators and government have in 
terms of how you talk to people. We can have open conversations in this space 
and that’s totally fine because it’s exactly what academic institutions are for. [...] If 
you don’t have that openness, or a vehicle for that, then there’s an obvious danger 
that you stick to the kind of tired traffic kind of guardrail, so to speak, and you’re not 
able to engage in some of those trickier issues.” 
(Strategy role, large regulator)

Interviewees also valued academic institutions as organisations that can provide access 
to state-of-the-art expertise, including the diverse range of technical and non-technical 
expertise needed to realise the full benefits that a common capacity model can deliver 
across the areas of Regulation of AI and AI for Regulation. As a potential limitation to the 
role that a purely academic institution could play, interviewees noted that it may require 
a government department to be involved if standards were to be set.

The Alan Turing Institute, in particular was discussed by a number of interviewees. As 
described in the following quote, some interviewees had previously engaged with The 
Alan Turing Institute and had positive experiences:

“We were doing some good work with the Turing, and it struck me that we don’t 
necessarily need to have hundreds of technical researchers or policy researchers 
if there are groups like the Turing who are established and have access to that. 
What we need is an effective way to work together and leverage that while 
maintaining our regulatory independence.” 
(Policy role, large regulator)

An advantage of The Alan Turing Institute was considered to be that it is already 
established and well-known to regulators. Moreover, interviewees recognised its 
expertise in relation to both technical and non-technical dimensions of AI.

7.4.3. Taking account of differences between larger and smaller regulators

Regulators are heterogenous in their size, with some comprising only a few members of 
staff while others have thousands of employees. AI is cutting through this heterogeneity, 
requiring regulators to come together to address common challenges.

At the same time, regulatory bodies of different sizes and with different levels of existing 
capacity can have varying interests and expectations in relation to common capacity. 
Among our interviewees, there were concerns that a common capacity model may 
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not benefit all regulators equally. In particular, it was noted that smaller regulators may 
need greater support to be able to make use of shared resources. Relatedly, there 
were concerns that, if participating in a common capacity model required a resource 
commitment (e.g. in terms of financial or time commitment), this may make it more 
difficult for smaller regulators.

Concurrently, smaller organisations, and those new to this area, clearly recognised that 
they may benefit particularly strongly from the sharing of resources and experiences 
among regulators. Interviewees at smaller regulators noted their organisations would 
considerably benefit from having access to common resources to support their 
development and uptake of new AI technologies. Several interviewees noted that smaller 
regulators face unique challenges in developing new capacities and implementing new 
approaches. For this reason, common capacity may be particularly beneficial for smaller 
regulatory bodies.

Differences in how advanced individual regulatory bodies are in their work in this area 
is one reason why the pursuit of common capacity models to build regulatory readiness 
holds unique promise: it enables less advanced regulatory bodies to benefit from the 
experience and expertise that exists in other bodies. Accordingly, interviewees at larger, 
or more advanced, regulators recognised that their role within a common capacity 
model may at times be focused more on sharing experiences and knowledge rather 
than on benefitting from that of others. Some interviewees regarded this as potentially 
limiting the value of common capacity for more advanced organisations. Concerns 
around the extent to which larger organisations would stand to benefit from common 
capacity were expressed by an interviewee at a large regulator:

“I think one of the things that we have seen in the past is that we have typically 
been in this space of being tapped on the shoulder to offer people up, and actually 
we don’t get much of the benefit. We send people out, which is fantastic when 
they get a great experience, but there’s no reciprocity, so how would reciprocity 
work in this kind of environment?” 
(Technology role, large regulator)

An important challenge was hence considered to be the need to create equity among 
participants in a common capacity model. 

In this regard, it is important that a model for common capacity takes account of 
the different needs and interests of regulators and ensures equity in access to 
resources.

Locating a common capacity hub within an independent organisation — rather than 
within one or more regulatory bodies — may be an advantage in terms of mediating 
relationships between regulatory bodies and, in particular, facilitating and enabling the 
involvement of smaller regulators. 
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8.1. Summary of findings

Regulators of all sizes and sectors are increasingly grappling with common challenges 
brought about by AI – both in terms of regulating AI and developing capacities to use AI 
for regulatory purposes. Strengthening regulatory capacities in both of these areas is 
essential for developing readiness in the regulatory environment, for mitigating the risks 
associated with AI, and for building the confidence of industry and innovators.

Our research has identified enormous diversity within the existing regulatory landscape, 
with regulators ranging in size from one to thousands of employees. Regulators are also 
heterogeneous in terms of their existing skills and capacities relating to AI. However, 
while the regulatory landscape is characterised by diversity, AI technologies cut across 
traditional sectoral boundaries, challenging established vertical modes of working. 
Common capacity is needed to underpin and sustain horizontal approaches, 
building the skills, knowledge, and understandings needed across participant, 
organisational, and system levels.

Common AI capacity for regulators is needed to bolster existing regulatory strengths, 
increase efficiency and effectiveness, and ensure consistency and clarity across the 
regulatory landscape.

The regulators we interviewed stressed that the development of a muscular common 
capacity regime to bolster regulatory readiness, while preserving organisational 
autonomy and independence, should involve cross-regulator cooperation in co-
cultivating: 

•	 Shared understandings, vocabularies, best practice protocols, and common 
knowledge to enable accelerated collective learning;

•	 Shared, cross-sectoral views of risks surrounding AI, regulatory gaps, and 
appropriate regulatory responses to these gaps and risks;

•	 Shared capabilities to anticipate and adapt to future risks and the speed of 
technological change;

•	 Shared training and skills development programmes across regulatory bodies 
from the senior level down;

Section at a glance:

•	 Summarises our main research findings;

•	 Sets out our recommendations for a future model of common regulatory 
capacity for AI.

8. Summary and recommendations
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•	 Shared expertise and advice to supplement in-house capacity, including access 
to state-of-the-art knowledge to equip regulators both in relation to the Regulation 
of AI and AI for Regulation;

•	 Shared tools and data science capability that could be made accessible to all 
regulators;

•	 Cross-regulator career development opportunities and secondment regimes to 
battle tendencies toward institutional siloing.  

8.1.1. Common capacity at the system, organisational, and individual level

The particular features identified as needed to establish system, organisational, and 
individual-level readiness are outlined below.

At the system level:

•	 Provide access to expertise and knowledge relating to the state-of-the-art in 
AI to equip regulators with the understandings needed both to adequately and 
appropriately scrutinise uses of AI and claims made in relation to regulatory 
compliance, and to develop and deploy innovative AI regulatory tools.

•	 Facilitate sharing knowledge and best practices relating to governance 
mechanisms for regulators’ use of AI, increasing regulators’ confidence to 
develop and use AI for Regulation.

•	 Establish horizontal modes of working, facilitating:
	_ Cross-regulator collaboration and partnership building to create holistic 

understandings of the ways that AI is being used and its impacts —
recognising that AI is increasingly employed in ways that cut across 
traditional sectoral boundaries.

	_ Cross-regulator collaboration to develop shared vocabularies, map and 
understand the risks posed by AI, identify regulatory gaps, and map 
regulatory options identifying the most efficient and effective ways of 
addressing regulatory gaps.

•	 Facilitate secondments between regulators to strengthen relationships and 
understandings between regulatory bodies, breaking down existing regulatory 
siloes.

•	 Establish mechanisms and processes for sharing AI tools among regulators.

•	 Facilitate cross-regulator recruitment drives for AI and data science professionals 
focusing on attracting and retaining individuals with cutting-edge skills and 
expertise in state-of-the-art technologies needed both for the Regulation of AI 
and AI for Regulation.

At the organisational level:

•	 Support the development of organisational cultures that are open and adaptable 
to change and encourage agility and ingenuity.



85

•	 Facilitate and incentivise the participation of senior management in capacity-
building activities to establish the understandings needed to underpin effective 
leadership in both the Regulation of AI and AI for Regulation.

•	 Provide regulators with access to state-of-the-art knowledge about AI and its 
current and likely future applications to facilitate the absorptive capacity, change 
readiness, and receptive contexts at the level of organisational cultures.

•	 Strengthen internal capacities through the provision of shared resources 
accessible to all regulators. These shared resources should include practical 
guidance for developing and deploying AI tools and a shared pool of data scientists.

•	 Facilitate secondments to enhance the existing capacities of regulators.

•	 Develop formalised programmes for career progression for data science and AI 
professionals within regulatory bodies. This should include skills development, 
secondments, and opportunities to pursue innovative projects to nurture and 
retain talent.

At the individual level:

•	 Build regulatory readiness at the participant level through training and skills 
development which improves both technical and non-technical understandings 
of AI. This will help to equip regulators both in relation to the Regulation of AI and 
AI for Regulation (training and skills development needs to encompass technical, 
ethical, policy, governance, and commercial dimensions of AI).

•	 Ensure that training and skills development programmes are accessible to all 
parts of the organisation, including individuals at all levels of seniority and across 
departments and teams.

8.1.2. Effective models

In summary, a model for common capacity aimed at achieving readiness at individual, 
organisational, and system-levels should achieve the following objectives:

1.	 Fill gaps and act as a catalyst for developing regulatory readiness in relation to AI 
in ways that go beyond what current structures can achieve; 

2.	 Capitalise on the synergies between the Regulation of AI and AI for Regulation, 
offering solutions to the challenges faced in both;

3.	 Be facilitated by a neutral, but respected, authoritative, and well-established 
organisation with recognised expertise in both technical and non-technical 
dimensions of AI;

4.	 Capitalise on existing relationships and collaborations, avoiding both duplication 
and further crowding of the landscape;

5.	 Be well-resourced, ensuring sustainability and effectiveness with adequate 
administrative support;

6.	 Be voluntary but strongly incentivise the inclusive participation of regulators; 
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7.	 Provide access to thought leadership, expertise, best practice, and leading-
edge knowledge in relation to technical, ethical, legal, policy, and commercial 
dimensions of AI (equally important for the Regulation of AI and AI for Regulation);

8.	 Develop shared tools for detecting, monitoring, and measuring trends in the use 
of AI;

9.	 Take account of differences in requirements between larger and smaller regulators, 
ensuring that all benefit from common capacity (in different ways) and that shared 
resources are accessible and beneficial to regulators of all sizes and across all 
sectors.

These objectives apply to common capacity across the entire regulatory landscape, 
including existing bodies: government agencies and departments, regulators, and the 
research community (including universities, research institutes, and NGOs).

8.2. Recommendations

Realising the potential of common regulatory capacity in relation to AI will require change 
across the regulatory landscape, including action across the following organisations: 

•	 Government departments and agencies, who will be asked to support the 
development of pro-innovation common capacity;

•	 Regulatory bodies, who will be asked to tackle organisational and cultural barriers 
to the development of AI and reach out to collaborative initiatives, including with 
civil society.

Our research has revealed that while regulators perceive gaps in regulatory capacity 
in AI that need to be filled, there is a desire to avoid the unnecessary duplication of 
structures and to prevent the existing landscape from becoming more crowded. At the 
same time, our findings show that existing structures and modes of collaboration are 
insufficient to achieve the objectives mentioned above. 

In light of these desiderata, we propose the creation of just one new entity: an AI and 
Regulation Common Capacity Hub. This new entity would serve to advance objectives 
1-9 in ways that go significantly beyond what existing structures and modes of 
collaboration can achieve, while being closely integrated into the existing landscape 
and avoiding the addition of unnecessary layers of complexity or parallel structures. 

ARCCH would focus on filling gaps and performing functions that are lacking or under-
resourced in the existing landscape (objective 1). It would provide common capacity in 
relation to the Regulation of AI and AI for Regulation (objective 3), leveraging synergies 
by addressing needs in both areas. 

In order to satisfy objective 3, it should be an expert body positioned to draw on 
interdisciplinary expertise and excellence at the national level.

In order to satisfy objective 4, the new body should be part of an existing institution that 
has experience with and established links to relevant existing elements of the regulatory 
landscape, being positioned to play a consolidating role within the existing landscape. 
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This new entity would develop and offer thought leadership, knowledge, expertise 
(leading on objective 7), and shared tools (objective 8) that would benefit all regulators 
(contributing to objectives 6 and 9), large and small. It would convene organisations 
from across the regulatory landscape (objective 4) to develop and provide state-of-the-
art knowledge and thought leadership (contributing to objective 7).

ARCCH will need to be independent. It will need to be led by an organisation with an 
established reputation in AI (including both technical and non-technical aspects), 
meaning that it is trusted and authoritative. It will need to be multi-disciplinary, developing 
a bank of knowledge and expertise that transcends scientific disciplines, and drawing 
on knowledge and expertise from national and international research communities. It 
must leverage synergies by addressing needs in the areas of both the Regulation of AI 
and AI for Regulation. It will need to develop specialist expertise in:

•	 The development of AI-based solutions and innovations (including machine 
learning, agent computing, behavioural science, and human-computer interaction).

•	 Responsible innovation (including both ethical and technical dimensions of 
fairness, accountability, and transparency).

ARCCH would complement existing initiatives and avoid duplicating them. For example, 
ARRCH could work with the DRCF to explore synergies, including skills development 
and shared technical expertise, for the benefit of UK’s entire regulatory landscape. 
ARCCH could also provide pathways for other regulators to learn from the DRCF and 
avoid further crowding of the landscape while sharing tools for monitoring trends in AI. 

We, therefore, recommend the creation of an independent AI specialist body to 
perform these functions. In order to make this happen:

Government departments and agencies should:

•	 Provide funding to support the establishment of a common capacity hub;

•	 Provide funding to support other forms of pro-innovation cross-regulator 
collaborative initiatives.

Regulatory bodies should:

•	 Evaluate, pursue, and strengthen existing collaborations and investigate new 
collaborations;

•	 Be inclusive and pursue a participatory approach that includes civil society;

•	 Develop organisational cultures that are open and adaptable to change, 
encouraging agility and ingenuity.

The newly created AI and Regulation Common Capacity Hub should:

•	 Convene, facilitate, and incentivise regulatory collaborations around key AI issues;

•	 Cultivate state-of-the-art knowledge on the use of AI by regulated entities;

•	 Conduct risk mapping, regulatory gap analysis, and horizon scanning;
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•	 Provide thought leadership on regulatory solutions and innovations;

•	 Develop proofs of concept and build shared AI tools for regulators;

•	 Supply training and skills development;

•	 Build up and facilitate the sharing of human and technical resources across the 
regulatory landscape;

•	 Act as an interface for regulators to interact with relevant stakeholders including 
industry and civil society.
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In order to facilitate organisational and participant-level reflection on regulatory 
readiness, we developed a readiness self-assessment tool. The tool was developed 
through our analysis of interview responses. It focuses on key components of readiness 
identified as important for equipping regulators both in relation to the Regulation of AI 
and AI for Regulation.

The tool can be used by individuals, teams, or whole organisations as a reflective 
exercise to assess current readiness levels and to identify strengths, weaknesses, and 
gaps. The tool encompasses readiness requirements relating to both the Regulation of 
AI and AI for Regulation and engages with organisational values, needs, and knowledge. 
These readiness requirements are detailed in Table 8.

Under each of the headings, the tool contains a series of questions to assess readiness 
in relation to key dimensions. Each question has a range of possible answers: completely 
confident; fairly confident; somewhat confident; not very confident; not confident at all.

Table 8: List of Readiness Requirements in the Readiness Self-Assessment Tool

10. Annex

Requirement 
Groupings Description Readiness Requirements

Partnership 
building

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which meaningful partnerships 
can be formed and cultivated 
between organisations, 
community groups, and affected 
individuals, so that the innovation 
is cooperatively shaped and 
collectively monitored for quality. 

Our organisation proactively pursues 
and cultivates meaningful partnerships 
so that our technology policies and 
processes can be cooperatively shaped 
and collectively monitored for quality 
and effectiveness

We pursue partnerships to 
cooperatively shape and collectively 
monitor technology policies and 
processes with:

•	 Other public sector bodies

•	 Private organisations

•	 NGOs

•	 Community groups

•	 Affected individuals
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Requirement 
Groupings Description Readiness Requirements

Interorganisational 
cooperation  
(both in relation 
to the Regulation 
of AI and AI for 
Regulation)

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which meaningful and continuous 
collaborations are undertaken 
between relevant organisations. 
These collaborations need 
to be recursively interactive: 
there should be a reciprocal 
responsiveness to feedback and 
input between actors, which 
enables organisational learning.

Our organisation undertakes 
meaningful collaborations with other 
regulatory bodies to enable reciprocal 
organisational learning about:

•	 The Regulation of AI

•	 The use of AI for Regulation

Absorptive 
capacity

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which an organisation is able to 
build upon a strong knowledge 
and skills base and assimilate 
new knowledge into existing 
practices and capabilities. This is 
often supported by established 
mechanisms for sharing and 
disseminating knowledge 
throughout the organisation.

Our organisation is able to draw upon a 
strong knowledge and skills base about 
AI 

Our organisation is able to use and 
assimilate new knowledge related to AI 
into existing practices and capabilities

We have accessible and established 
mechanisms for sharing and 
disseminating knowledge about AI 
throughout the organisation

Change readiness

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which an organisation’s members 
share confidence in their 
efficacy to implement change, 
value change as important and 
beneficial, reject institutional 
inertia, and share a resolve to 
initiate, persist, and cooperate in 
carrying out innovation.

Members of our organisation share 
confidence in their efficacy to:

•	 Implement changes related to 
new technologies or technology 
policy

•	 Convey these changes as 
important and beneficial

•	 Reject institutional inertia

•	 Share a resolve to initiate, 
persist, and cooperate in 
carrying out innovation

Table 8: List of Readiness Requirements in the Readiness Self-Assessment Tool 
(cont.)
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Requirement 
Groupings Description Readiness Requirements

Receptivity to 
change

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which the norms and shared 
expectations of an organisation 
create conditions of openness to 
change and lower the burdens 
of compliance and opposing 
demands. A receptive context 
is enabled in organisational 
environments that encourage 
ingenuity, demonstrate tolerance 
to novel or unconventional ideas, 
and accept conceptual risk-taking.

The norms and shared expectations 
that govern our organisation create 
conditions of openness to changes 
spurred by the integration of AI new 
technofixes or technology policies

In our organisational culture, we 
encourage ingenuity, demonstrate 
tolerance to novel or unconventional 
ideas, and accept conceptual risk-
taking

Organisational-
level leadership

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which members in leadership 
positions steward a cultural 
environment that is amenable 
to innovation adoption and take 
ownership over end-to-end 
best practices and responsible 
innovation.

Members of our organisation in 
leadership positions steward a cultural 
environment that is amenable to the 
adoption of new AI technologies or 
technology policies

Members of our organisation in 
leadership positions take ownership 
over end-to-end best practices in 
responsibly implementing the adoption 
of new AI technologies of technology 
policies

Resource 
availability

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which an organisation’s resource 
availability is sufficient for the 
development, implementation, 
and sustainability demands 
of the specific innovation they 
are producing and deploying. 
Resource shortage may cause a 
deterioration of service quality 
and a reduction in availability, 
which then leads to decreased 
service initiation and completion.

Our organisation can make 
sufficient resources available for the 
development, implementation, and 
sustainability demands of:

•	 The new AI technologies we 
produce and deploy.

•	 The new technology policies we 
produce and deploy.

Table 8: List of Readiness Requirements in the Readiness Self-Assessment Tool 
(cont.)
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Requirement 
Groupings Description Readiness Requirements

Participant 
attitudes

The success of a technology or 
technology policy innovation 
will be affected by the degree 
to which participants have 
pro-innovation attitudes and a 
strong belief in the role that an 
innovation intervention will play in 
bringing about a needed change. 
Buy-in about the transformative 
utility of an innovation from 
implementers leads to more 
consistent decisions to adopt the 
innovation and undergo training in 
preparation for its use.

Our organisation cultivates pro-
innovation attitudes among team 
members across departments and  
a strong belief in the role that:

•	 New AI technologies will play in 
bringing about a needed change.

•	 New technology policies will 
play in bringing about a needed 
change.

Training and skills 
development

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which participants have access to 
adequate, relevant and up-to-date 
training and skills development 
to equip them with the relevant 
knowledge, understandings and 
skills.

We have training and skills development 
processes in place that sufficiently 
prepare team members across 
departments to understand the 
technical dimensions of AI applications 
and the role they play in the regulatory 
environment under our remit.

We have training and skills development 
processes in place that sufficiently 
prepare team members across 
departments to embrace the use of AI 
systems to fulfil our mission.

The training and skills  
development processes we have  
in place encompass dimensions of AI 
such as:

•	 Technical dimensions

•	 Ethical dimensions

•	 Policy dimensions

•	 Governance dimensions

•	 Commercial dimensions

Table 8: List of Readiness Requirements in the Readiness Self-Assessment Tool 
(cont.)
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Requirement 
Groupings Description Readiness Requirements

Knowledge of the 
state-of-the-art

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which participants have access to 
knowledge about the state-of-the-
art in relation to that technology.

Our organisation has access to 
expertise and knowledge relating to the 
state-of-the-art in AI that is sufficient 
to equip us with the understandings 
needed to: 

•	 Adequately and appropriately 
scrutinise uses of AI and claims 
made in relation to regulatory 
compliance

•	 Develop and deploy innovative 
AI regulatory tools

Capacity for gap 
understanding

The success of a technology or 
technology policy innovation 
will be affected by the degree to 
which participants, teams, and 
organisations are equipped to 
identify, understand and respond 
to current gaps.

Our organisation has internal processes 
in place that enable us to:

•	 Map and understand the risks 
posed by AI

•	 Identify regulatory gaps

•	 Map regulatory options, 
identifying the most efficient 
and effective ways of addressing 
regulatory gaps

Table 8: List of Readiness Requirements in the Readiness Self-Assessment Tool 
(cont.)
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